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Abstract
Objectives Test whether (1) people view a policing decision made by an algorithm 
as more or less trustworthy than when an officer makes the same decision; (2) peo-
ple who are presented with a specific instance of algorithmic policing have greater 
or lesser support for the general use of algorithmic policing in general; and (3) peo-
ple use trust as a heuristic through which to make sense of an unfamiliar technology 
like algorithmic policing.
Methods An online experiment tested whether different decision-making methods, 
outcomes and scenario types affect judgements about the appropriateness and fair-
ness of decision-making and the general acceptability of police use of this particular 
technology.
Results People see a decision as less fair and less appropriate when an algorithm 
decides, compared to when an officer decides. Yet, perceptions of fairness and 
appropriateness were strong predictors of support for police use of algorithms, and 
being exposed to a successful use of an algorithm was linked, via trust in the deci-
sion made, to greater support for police use of algorithms.
Conclusions Making decisions solely based on algorithms might damage trust, and 
the more police rely solely on algorithmic decision-making, the less trusting people 
may be in decisions. However, mere exposure to the successful use of algorithms 
seems to enhance the general acceptability of this technology.
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Introduction

The use of artificial intelligence and algorithmic decision-making now permeates 
many parts of society and the economy, with an increasing number of govern-
ment agencies as well as private sector entities considering—and indeed using—
this type of technology. In the summer of 2020, just a few months before the 
experiment described in this paper took place, the use of algorithms was suddenly 
thrown into the public eye in the UK with the announcement that, as a result of 
the COVID-19 pandemic, A-Level exam results in England had been calculated in 
this way. This resulted in serious implications for the students sitting the exams, 
with the “downgrading” of almost 40% of results (Coughlan, 2020). The resulting 
furore led to a withdrawal of the algorithmically determined grades and the use of 
teacher-predicted marks instead.

In the light of such developments—including, pertinent to the current paper, con-
cerns about “algorithmic justice” (Huq, 2019)—a good deal of public and scholarly 
attention has recently focused on the use of algorithms to aid or replace human deci-
sion-making (Dhasarathy et al., 2020). This work has raised a number of questions 
concerning the fairness and consistency of algorithmic decisions. Like other pub-
lic sector organizations, the police have begun incorporating new technologies into 
their working environment, with a range of programmes, trials and other implemen-
tations either in place now or currently under development. The use of algorithms 
and artificial intelligence by police—along with data analytics and the broader shift 
to “data-driven policing” (Kearns & Muir, 2019)—has been driven both by the 
reduction of resources for the public sector and the availability of digital technology 
(Ferguson, 2017; David and Ola, 2020). Due to their potential for high accuracy, low 
cost, effectiveness and efficiency, artificial intelligence and algorithmic tools can be 
appealing to public services (Shrestha & Yang, 2019). Use cases range from Live 
Facial Recognition technology to identify wanted people (Fussey & Murray, 2019), 
predictive policing (David and Ola, 2020), risk assessment (Oswald et  al., 2018) 
and the Most Serious Violence Tool (Home Office, 2019). More widely, there is an 
expectation that police should have the same access and ability to utilise technology 
as the general public (Mackey, 2020), and private sector actors and police use of 
new technologies in many ways merely mirrors wider societal change.

It seems likely that more and more responsibility will be handed to these new 
technologies and that there will be greater reliance on policing decisions made pri-
marily by machines (Ridgeway, 2019). However, while the potential benefits are 
notable, there is also scepticism and concern about the fairness of such systems, and 
their potential to inadvertently discriminate against, for example, certain minority 
groups. Previous research has highlighted concerns about potential negative effects 
arising from the use of predictive policing tools (Ferguson, 2017; Couchman, 2019; 
David and Ola, 2020), most notably in relation to the inability of the technology to 
take all relevant information into account, and the potential for “baking in” dispro-
portionality and discrimination (Babuta & Oswald, 2020; Brayne, 2020).

In this paper, we explore how the use of algorithmic tools to make operational 
policing decisions affects lay reactions to police activity. Public reactions to the 
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introduction of algorithmic decision-making in policing are comparatively under-
studied, but at the threshold it seems there are likely to be two inter-related sets of 
concerns in play. First, will people trust the decisions made by algorithms? Will 
they view policing decisions made by machines as more or less trustworthy than 
those made by human actors? As we describe below, the literature on public views 
of algorithmic decision-making suggests people can hold a complex and quite sub-
tle set of opinions, and the answers to these and related questions remain unclear. 
Second, will people trust the police to use this technology appropriately? A grow-
ing body of research has explored public trust as a critical factor that shapes public 
attitudes and acceptance towards police uptake of new technology (see among many 
others Ariel et al., 2018; St Louis et al., 2019; Meijer & Wessels, 2019; Ridgeway, 
2019; Bradford et al., 2020). Such trust is of course not “free-floating” or entirely 
prior to the development under consideration, but is developed via the direct, vicari-
ous and mediated experiences people have of policing (Jackson et  al., 2013). The 
current study uses an experimental approach to test public acceptability and sup-
port for (or opposition to) the use of algorithmic tools in the context of operational 
policing decisions, specifically, and support for (or opposition to) police use of this 
technology in a general sense.

Who or what is making the decision, and does it have trustworthy 
motives?

We know (or think we know) how we make decisions and we have (or think we 
have) some insight into the potentially complex amalgamation of information that 
goes into the decision-making process. However, most people are much less aware 
of how machines can make these same calculations and decisions (Grzymek & 
Puntschuh, 2019; Lee, 2018). Evidence suggests, however, that algorithmic deci-
sion-making processes are perceived as having less agency and emotional capabili-
ties than humans, therefore rendering algorithmic decision-makers more rational 
and less intentional or emotional (Lee, 2018). Statistical models are seen as more 
accurate than humans at predicting various outcomes across several disciplines 
(Kleinberg et al., 2018). Within healthcare, for instance, algorithmic tools are pre-
dicted to perform with expert-level accuracy and deliver cost-effective healthcare at 
scale—often outperforming human healthcare providers (Longoni et al., 2019). It is 
easy to imagine that this superior accuracy would be preferable to many, with people 
willing to follow the advice of the data-driven technology over human intuition.

Yet, research has suggested that more weight is often placed on advice given by a 
human expert compared to an algorithm (Dietvorst et al., 2015; Önkal et al., 2009); 
people are, for example, more likely to follow the recommendation of a physician 
than of a computer (Promberger & Baron, 2006). Indeed, Longoni and colleagues 
(2019) demonstrated, across a variety of medical decisions, a robust reluctance to 
use algorithms and artificial intelligence compared to human care providers. Averse-
ness to healthcare delivered by artificial intelligence—to the prospect of being 
cared for by a decision-making machine—may evoke a concern that one’s unique 
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characteristics, circumstances and symptoms will be neglected by a “cold”, imper-
sonal machine that lacks motives that could be deemed trustworthy or untrustworthy.

The type of decision to be made (and/or what the decision is) also seems to influ-
ence public perceptions. Lee (2018) found that when the decision-maker (either 
algorithmic or human) was making a managerial decision about a mechanical task 
(for example scheduling employees’ shift patterns), algorithm and human-made 
decisions were perceived as equally fair and trustworthy. However, differences 
appeared when the decision-maker was considering a human task (for example 
whether to arrest someone, although that was not a focus of Lee’s study); here, algo-
rithms were perceived as less fair and trustworthy and evoked more negative emo-
tions than human decisions. People seem to think that algorithms lack intuition and 
subjective judgement capabilities (Lee, 2018). Applied to the current context, this 
ability to understand and incorporate unique characteristics, while showing sensitiv-
ity, could be key if the police were to adopt such technology and for it to be accepted 
by the public. Each situation the police are presented with will have its own specific 
qualities that need to be taken into consideration, and people may be reluctant to 
accept a machine can do this adequately.

The phrase “algorithmic aversion” (Dietvorst et  al., 2015) has been used to 
describe why people might be wary of or opposed to the use of algorithmic decision-
making in a context such as policing. Burton et al. (2018) set out five sets of reasons 
behind such aversion, including false expectations that affect responses to algorith-
mic decision-making (for example the idea that error is systematic, “baked in” and 
therefore irreparable); concerns about a lack of decision control and an emphasis 
on the need for human decision-making in contexts marked by uncertainty, where 
“alternatives, consequences, and probabilities are unknown and optimization is 
unfeasible” (ibid: 226)—i.e. where people feel there is not enough formalised infor-
mation to make algorithmic decision-making a plausible option.

Relatedly, the importance of trust in generating acceptance of AI and related tech-
nologies has also been emphasised. Drawing on Mayer et al.’s (1995: 712) widely 
cited definition of trust, “the willingness of a party to be vulnerable to the actions of 
another party based on the expectation that the other will perform a particular action 
important to the trustor, irrespective of the ability to monitor or control that other 
party”, Glikson and Woolley, 2020: 629) argue that trust among users will predict 
the extent of reliance on a new technology and that this can take positive and nega-
tive forms: “Low trust in highly capable technology would lead to disuse and high 
costs in terms of lost time and work efficiency … whereas high trust in incapable 
technology would lead to over-trust and misuse, which in turn may cause … unde-
sirable outcomes”. Based on a systematic review, they outline the characteristics of 
trustworthy AI, including tangibility or presence, reliability, transparency, immedi-
acy (e.g. ability to respond to human presence and speech) and, under some condi-
tions, anthropomorphism. AI technology that does not display these characteristics 
is less likely to be trusted and its use is thus less likely to be supported. Of particular 
note, given the vignettes used in the experiment described below, is that Glikson and 
Woolley (ibid) suggest that in the context of “embedded AI” where there is no visual 
representation or “identity”, reliability and transparency are likely to be particularly 
important factors.
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Public perceptions of police use of new technology

Traditional UK policing relies heavily on the Peelian ideology of policing by con-
sent, in which public views of police legitimacy and trustworthiness are based 
on transparency about, and integrity in, the use of police powers, accountability 
and justice. On this account, while police should, and indeed must, embrace new 
technology, they also need to understand the ethical issues arising from doing 
so. There is also a strong need to test the acceptability of new technologies since 
implementing new tools that transgress boundaries of appropriateness (Huq et al., 
2017; Trinkner et al., 2018) risks significant damage to public trust.

There are important issues of privacy, fairness and accountability involved 
when policing relies on algorithmic technology to inform decisions that can have 
an impact on the liberty of the individual or on the generation of outcomes they 
favour (Mackey, 2020). In the context of police decision-making, procedural 
justice has been found to be a key factor in generating public trust and police 
legitimacy (Mazerolle et al., 2013). Procedural justice relates to the fairness, con-
sistency and accuracy of the decision-making process, and the quality of interper-
sonal interaction across dimensions of dignity, respect and voice, and it has been 
found to be central to generating support for decisions, sometimes irrespective of 
their favourability to the people involved (Brockner & Wiesenfeld, 2005; Brown 
et al., 2019), satisfaction with the decision-maker and outcome achieved (Tyler, 
2006) and other outcomes including institutional trust, legitimacy and compli-
ance (Tyler & Jackson, 2014). The literature on policing—rather unlike that on 
work organisations (e.g. Colquitt, 2001)—also regularly finds that procedural jus-
tice is more important than distributive justice (typically defined as the fair allo-
cation of policing outcomes across aggregate social groups) in shaping people’s 
responses to authority (Hinds & Murphy, 2007; Reisig et al., 2007; Sunshine & 
Tyler, 2003; Tankebe, 2009; Tyler & Wakslak, 2004). One reason for this may be 
that, while in employment situations people can often see the outcomes provided 
to others (i.e. co-workers), this is less often the case in policing, where the wider 
outcomes achieved by police are often hidden from those involved in any one 
interaction. Indeed, this may lead people to infer distributive justice from proce-
dural justice in policing contexts (Solomon & Chenane, 2021, c.f. van den Bos 
et al., 1997a, b) .

According to procedural justice theory, the effect or outcome of officer deci-
sion-making is therefore only one-factor driving public trust and support for 
police actions. Perceptions of the nature of the decision-making process and 
the quality of interpersonal treatment can be equally if not more important, and 
indeed, a “good” process can make up for a “bad” outcome. People tend to sup-
port police decisions they believe have been made in the right way, even if the 
outcome of those decisions is not favourable to them (Tyler, 2006). One impor-
tant reason for this is that procedural justice generates a sense of motive-based 
trust in the decision-maker—that they are at least trying to do the right thing for 
the right reasons and have the interests of the trustor in mind—and this mitigates 
the effect of any failure to actually achieve desired ends (Tyler & Huo, 2002).
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It might be imagined that procedural justice should be a prominent feature in 
algorithmic decision-making, and of people’s perceptions of it, as this technol-
ogy follows the same set of rules and procedures every time. Furthermore, algo-
rithms can sometimes be perceived as higher in quality and objectivity (Sundar 
& Nass, 2001) as they are not influenced by emotional factors or overt biases. 
All this should enhance trust. However, perceived trust is often lower for algo-
rithmic rather than human decision-making because people do not believe that 
algorithms have the ability to learn from their mistakes (Dietvorst et al., 2015) 
or the capacity to successfully execute a task (Lee, 2018). Just the fact that 
decisions are made by algorithms rather than by humans may influence percep-
tions of the decisions that are made, regardless of the qualities of the decision 
outcomes (Lee, 2018).

Concerns about issues of algorithmic fairness are not of course unfounded. Algo-
rithms are developed through programming a set of parameters, which are necessar-
ily founded in and shaped by the values and interests of their designers—values and 
interests that, inescapably, become built-in to the process (Brey & Søraker, 2009). 
Evidence has shown that algorithmic decisions not only counteract and expose 
biases, but also afford new mechanisms for introducing biases with unintended and 
detrimental effects (Mittelstadt et al., 2016). Algorithmic decisions have been shown 
to amplify biases and unfairness embedded in data in relation to sensitive features 
such as gender, culture and race (Shrestha & Yang, 2019). Used in policing contexts, 
algorithmic decision-making has the potential to “compound the crisis of unfair 
treatment of marginalised communities … [predictive policing] provides a front 
of allegedly ‘impartial’ statistical evidence, putting a neutral technology veneer on 
pre-existing discriminatory policing practices” (Couchman, 2019: 15). Algorithms 
that are trained on historical data can mean that past discrimination and stereotypes 
prevalent in the organization and society are reflected in their predictions (Barocas 
& Selbst, 2016; Grimshaw, 2020; Sweeney, 2013). The application of algorithmic 
decision-making, derived from historical data with already embedded biases, may 
undermine people’s sense that the police act impartially and in a neutral fashion.

While it may seem, then, that algorithmic decision-making tools will make 
police decisions fairer—because they remove the potential for human bias—this 
is by no means a given, and there is much to suggest that bias can be “built-
in” to the process. There is evidence that these sorts of concerns have filtered in 
“public consciousness”; Araujo et al. (2018), for example, found that their Dutch 
respondents expressed concern that algorithmic decision-making may lead to 
misuse or cause worry, and over half of the respondents thought that technol-
ogy might lead directly to unacceptable outcomes. More importantly for the cur-
rent study, perhaps, it also seems that people tend at the very least to be cau-
tious about machine-driven decision-making processes and, in many cases, seem 
to prefer the involvement of a human being. While a system using algorithmic 
technology might be fully compliant with formal regulations, it may fail to have 
the “social license” (Brown et al., 2019) required to be accepted by the commu-
nity and stakeholders within which it operates. Without this acceptability, the 
decisions made and outcomes achieved may not be tolerated, particularly, we 
might suggest, when desired ends are not achieved. Because decisions made by 
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algorithms are opaque, lack the involvement of an identifiable human actor and 
are harder to trust, there is less chance for process-based factors to mitigate the 
effect of outcome failure.

These issues are made yet more salient by the fact that trust is vital for the 
acceptance of new technology, in policing and elsewhere. People who trust the 
police are also more willing to accept their vulnerability in relation to police—to 
place their trust in police—because they expect officers to be willing and able to 
behave fairly and effectively (Hamm et al., 2017). Trust (and/or associated con-
structs such as confidence and legitimacy) appears to be an important factor shap-
ing public support for police powers, including the police potential for, and use 
of, force (Bradford et  al., 2017; Kyprianides et  al., 2021) as well as new tech-
nologies such as Body Worn Video (Lawrence et al., 2021) and the use of “big 
data” (Lee & Park, 2021). Trust can act as a heuristic, providing a mental short-
cut towards a decision or judgement in situations where people know little about 
the power or technology in question (which is often the case in policing and when 
AI is involved). Yet, such trust is not “free-floating”, nor does it exist entirely 
prior to people’s encounters—of whatever kind—with police and exposure to the 
judgements they make. Rather, trust is developed during experiences of policing 
(Oliveira et al., 2020), not least because these provide people with some informa-
tion about police activity, its fairness and its effectiveness. As research on algo-
rithmic aversion implies, being exposed to apparently effective, justified and/or 
appropriate AI decision-making should build trust, making people more likely to 
accept the use of this technology (Glikson and Woolley, 2020).

The current study

Although police organisations are increasingly turning towards automated systems, 
there is as yet very little evidence on how the public will respond. We do not know 
whether people trust algorithmic decision-making in policing, whether trust forms 
a basis for judging the use of algorithms (un)acceptable or indeed whether being 
exposed to the use of this technology in policing makes people more or less likely 
to accept it. Do people trust algorithmic police decision-making and do they gener-
ally approve of algorithmic policing? It is this gap that the current paper seeks to 
address.

We conducted an online experiment using text-based vignettes to explore percep-
tions of police use of algorithmic decision-making. We manipulated three factors in 
the vignettes. First, we manipulated whether an operational decision was made by 
a human (i.e. a police officer) or an algorithm. The research outlined above would 
suggest that while some may view algorithmic decision-making as accurate, it is 
more likely that people will on average be less accepting of decisions made purely 
by an algorithm, which they may perceive as unable to take full account of the com-
plex characteristics of particular situations (Longoni et al., 2019) marked by inher-
ent uncertainty (Burton et al., 2018), lacking in intuition (Lee, 2018) and/or opaque 
(Glikson and Woolley, 2020). Thus, we test the following hypothesis:
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H1: Participants will view police decision-making as more trustworthy, and less 
biased, when the decisions are made by a human (i.e. a police officer) compared 
to an algorithm.

Second, we manipulated the outcome of the operational decision (i.e. a reduc-
tion in crime or no change to crime levels). Previous research suggests the public 
are particularly concerned about the use of algorithms resulting in “unacceptable 
outcomes” (Araujo et al., 2018), and introducing biases and issues of accountability 
(Mittelstadt et al., 2016)  and, in a general sense, about their reliability (Dietvorst 
et al., 2015; Glikson and Woolley, 2020). Thus, we test the following hypothesis:

H2: Participants will view police decision-making as more trustworthy, and less 
biased, when the outcome of the decision is successful (i.e. a reduction in crime). 
This will be particularly true for decisions made by an algorithm; outcome suc-
cess should be relatively less important in cases where the decision is made by an 
officer.

Third, we manipulated the type of scenario described in the vignette, which 
was either (1) an individual police officer in a localised situation (i.e. a stop and 
search decision) or (2) an area-based decision where a senior officer has to decide 
whether to allocate resources to a crime hotspot. While the second scenario repre-
sents most closely the way algorithmic technology is currently used within police 
forces in England and Wales, it would seem important to test the acceptability of 
algorithmic decision-making across a range of use scenarios. However, as previous 
research does not clearly indicate whether public perceptions will vary depending on 
whether the decision impacts individuals (e.g. being stopped and searched by police) 
or neighbourhoods (e.g. allocation of police resources), we have no a priori hypoth-
esis for this condition.

Fourth, we consider whether being exposed to an instance of algorithmic deci-
sion-making that was judged as fair and trustworthy was also linked to greater 
acceptance of police use of this new technology:

H3: Participants who view police decision-making as more trustworthy, and less 
biased, will be more likely to support the police use of algorithmic technology.

At the threshold, and in the context of the experiment described below, support 
for police use of algorithmic technology could be triggered by trust in police deci-
sion-making developed in one (or some combination) of three ways. First, human 
decision-making could be seen as more trustworthy than AI decision-making, mean-
ing people in the “human” conditions may be more generally supportive of police 
use of algorithmic technology. Second, successful decision-making could be seen 
as more trustworthy than unsuccessful decision-making, meaning people in the 
“success” conditions, may be more generally supportive of police use of algorith-
mic technology. Third, it may be that it is being exposed to successful algorithmic 
decision-making, specifically, that generates wider acceptance of the technology. We 
explore these possibilities below.
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Method

Participants

A total of 642 residents in the UK were recruited via the online crowdsourcing plat-
form Prolific Academic on 16 November 2020.1 Participants were aged between 
18 and 84 years old, with the majority (55%) aged between 18 and 34 years old. 
Females accounted for two-thirds (68%) of the participants. Some 511 participants 
(80%) reported their ethnic group to be White-British, White-Irish or any other 
White background: 9% (57) were Asian or Asian British, 5% (29) were Black or 
Black British, 3% (20) were mixed and 2% (15) were other. There were no signifi-
cant differences in demographics across the experimental conditions. In line with 
Prolific recruitment protocols, participants were paid £6.02/h (£0.88) for taking part 
in the study.

Procedure

The online platform Qualtrics was used to build and host the experiment.2 We con-
ducted two pilot studies with a total of 440 participants, which confirmed that par-
ticipants understood the scenarios and were able to appropriately answer questions 
based on what they had read. The experiment then used a 2 (scenario: individual vs 
area) × 2 (decision-making: human vs algorithm) × 2 (outcome: successful vs unsuc-
cessful) between-subjects design.

First, participants were randomly allocated to read one of two scenarios that 
described either:

• Individual—an incident in which a single police sergeant observes suspicious 
males and has to make a decision about whether or not to conduct a stop and 
search (adapted from Ferguson, 2017).

• Area based—a scenario in which a crime hotspot has been identified and a police 
inspector has to make a decision about whether or not to direct officers to the 
crime hotspot for increased proactive policing (e.g. more stop and searches), thus 
leaving fewer resources elsewhere.

Participants were also randomly allocated to one of two decision-making condi-
tions in which the sergeant or inspector made the operational decision, either:

• Human—using their own knowledge, observations and expertise.
• Algorithm—using a new piece of algorithmic technology incorporating a range 

of data/information.

1 Prolific Academic is similar to other crowdsourcing platforms such as Mechanical Turk but has a 
larger, more diverse pool of UK participants.
2 All materials used in this study are provided in a supplementary appendix (available here https:// osf. io/ 
dnhq8/).

https://osf.io/dnhq8/
https://osf.io/dnhq8/
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In all conditions, the sergeant/inspector makes the operational decision to act (i.e. 
to conduct the stop and search/allocate resources to the crime hotspot). After read-
ing the vignette, participants were randomly allocated to read one of two outcomes:

• Successful—in the individual scenario, the sergeant recovers items that could be 
used to commit a crime after conducting the stop and search. In the area-based 
scenario, the allocation of resources to the crime hotspot reduced crime in that 
area by 16%.3

• Unsuccessful—in the individual scenario, no items were recovered from the stop 
and search. In the area-based scenario, the allocation of resources to the crime 
hotspot had no impact on crime levels.

Following the vignette, participants responded to a range of questions about 
the decision made by the police officer described in the vignette (i.e. whether they 
trusted the officer had made an effective decision, was competent and unbiased in 
their decision-making). Participants then responded to questions about the use of 
decision-making technology by the police and their knowledge of algorithms.

Constructs and measures

Confirmatory factor analysis in the package MPlus 7.11 was used to derive and vali-
date three latent variables that comprise our dependent variables (factor scores were 
obtained and saved for analysis). A robust maximum likelihood approach (MLR) 
was used (see Appendix Table  2 for a list of the items used, factor loadings and 
model fit statistics). The first factor—trustworthy decision-making—consisted of six 
items measured on a 5-point agree/disagree scale and capturing whether participants 
thought the officer in the vignette dealt with the situation effectively and made the 
appropriate decision (e.g. “I would feel confident in the decision Sergeant/Inspector 
McFadden made” and “The Sergeant/Inspector took the most appropriate action to 
the situation”).

The second factor—fair decision-making—consisted of three items and meas-
ured whether participants thought the officer made a fair and unbiased decision (e.g. 
“Sergeant/Inspector McFadden’s decision making was impartial”).

The third factor—use of technology—consisted of five items and measured 
whether participants had confidence in the police use of technology (e.g. “I feel 
confident that technology/algorithms are accurate in the decisions they make” and 
“Police use of algorithms will make it easier for the police to catch criminals”). 
Immediately before answering these questions, participants in the officer decision-
making conditions were provided a short summary of police use of algorithms, simi-
lar to that provided in the vignettes read by participants in the algorithmic decision-
making conditions.

3 Braga and Weisburd (2020) recently conducted meta-analyses of 53 hotspot studies and found hot 
spots policing generated on average a 16% (d = .24) reduction in crime. Therefore, this is the percentage 
reduction used in this study.
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Results

To test H1 and H2, we conducted a series of 2 (scenario: individual vs area) × 2 
(decision: human vs algorithm) × 2 (outcome: successful vs unsuccessful) between 
subject ANOVAs with the two latent variables (trustworthy decision-making and 
fair decision-making) as the dependent variables. Table 1 presents the descriptive 
statistics for each condition.4

Trustworthy decision‑making

First, consistent with H1, there was a significant main effect of decision-making, 
F (1, 634) = 25.64, p < 0.001. Participants were more trusting of decisions made 
by a human (M = 0.155, SD = 0.780) compared to decisions made using an algo-
rithm (M =  − 0.156, SD = 0.879). Second, consistent with H2, there was a sig-
nificant main effect of outcome, F(1, 634) = 56.39, p < 0.001 with participants 
granting more trust when the outcome of the decision was successful (M = 0.232, 
SD = 0.741) compared to unsuccessful (M =  − 0.232, SD = 0.879). However, we 
found no significant interaction between decision-making and outcome (F (1, 
634) = 0.116, p = 0.733). Across both the human and algorithm decision-making 
conditions, participants were more trusting of decisions with a successful outcome 
than an unsuccessful one.

Third, we found a significant main effect of scenario, F (1, 634) = 13.07, 
p < 0.001. Participants were more likely to trust the decision made in the individual 
scenario (M = 0.111, SD = 0.835) compared to the area-based scenario (M =  − 0.112, 
SD = 0.841). There was a significant interaction between scenario and decision-mak-
ing on trust, F (1, 634) = 21.95, p < 0.001 (see Fig. 1). In the individual scenario, the 

Table 1  Descriptive statistics for dependent variables by condition

Scenario Decision Outcome N Trustworthy 
decision-making

Fair decision-
making

Support for 
police use of 
algorithms

M SD M SD M SD

Individual Human Successful 81 .379 .727 .052 .765  − .309 1.01
Unsuccessful 81  − .136 .896  − .162 .795  − .253 .965

Algorithm Successful 81 .315 .690 .196 .812 .138 1.01
Unsuccessful 80  − .118 .883  − .092 .845 .059 .968

Area based Human Successful 80 .414 .596 .200 .677 .081 .960
Unsuccessful 80  − .038 .726 .049 .645 .117 .988

Algorithm Successful 79  − .188 .786  − .022 .746 .304 .952
Unsuccessful 80  − .638 .886  − .223 .753  − .126 .981

4 The datasets generated during and/or analysed during the current study are available in the OSF reposi-
tory, available here https:// osf. io/ dnhq8/

https://osf.io/dnhq8/
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decision-making method made no difference to participants’ levels of trust: partici-
pants were equally trusting of decisions made using human experience (M = 0.122, 
SD =  −0.853) and those made using an algorithm (M = 0.100, SD = 0.819). How-
ever, in the area-based scenario, who or what made the decision mattered. Here, par-
ticipants exhibited far greater trust when the decision was made using human knowl-
edge and experience (M = 0.188, SD = 0.700) than by an algorithm (M =  − 0.414, 
SD = 0.865). There were no significant interactions between the scenario and out-
come (F (1, 634) = 0.034, p = 0.853) nor was there a significant three-way interac-
tion (F (1, 634) = 0.105, p = 0.746).

Fair decision‑making

One of the biggest concerns of incorporating algorithms into operational deci-
sion-making is the potential for biases to become embedded, and that these are 
difficult to identify. Inconsistent with H1, we found no main effect of decision-
making on the perceived fairness of the decision, F(1, 634) = 1.37, p = 0.242. Par-
ticipants in the algorithm condition (M =  − 0.035, SD = 0.801) were just as likely 
to think the officer’s decision was unbiased compared to the human condition 
(M = 0.034, SD = 0.732). Yet, consistent with H2, and the findings for trustwor-
thiness above, there was a significant main effect of outcome, F(1, 634) = 12.78, 
p < 0.001: decisions with a successful outcome (M = 1.07, SD = 0.754) were 

Fig. 1  Interaction between scenario and decision-making on trustworthy decision-making
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considered significantly less biased than decisions with an unsuccessful outcome 
(M =  − 1.07, SD = 0.766). Again, there was no significant interaction between 
decision-making and outcome, (F (1, 634) = 0.275, p = 0.600). Across both deci-
sion-making conditions, participants were more likely to perceive decisions with 
a successful outcome as fair.

Unlike the findings for trustworthy decision-making above, there was no sig-
nificant main effect of scenario, F(1, 634) = 0.002, p = 0.966. However, there was a 
significant interaction between scenario and decision-making on perceptions of fair 
decision-making (see Fig. 2), F(1, 634) = 8.76, p = 0.003. In the individual scenario, 
participants were more likely to think the decision made by the algorithm was fair 
(M = 0.053, SD = 0.839) compared to the decision made by a human (M =  − 0.055, 
SD = 0.785). In contrast, in the area-based scenario, participants were more likely 
to think the decision made by a human was unbiased (M = 0.125, SD = 0.663), com-
pared to the algorithm (M =  − 0.123, SD = 0.754). Again, there was no significant 
interaction between the scenario and outcome (F (1, 634) = 0.389, p = 0.533) and no 
significant three-way interaction (F (1, 634) = 0.011, p = 0.915).

Support for police use of algorithms

The above results indicate that participants were more likely to perceive the police 
to have made a trustworthy, competent and unbiased decision when the decision 

Fig. 2  Interaction between scenario and decision-making on fair decision-making



 Z. Hobson et al.

1 3

was made by a police officer (human), and when the outcome of the decision was 
successful. But did the apparent trustworthiness of the decision affect support for 
police use of AI technology in a wider sense? As a first step towards addressing 
H3, we conducted the same 2 (scenario: individual vs area) × 2 (decision: human vs 
algorithm) × 2 (outcome: successful vs unsuccessful) between-subject ANOVA, this 
time with support for police use of algorithmic technology as the dependent variable 
(see Table 1).

We found a significant main effect of decision-making on support for police 
use of algorithms, F(1,634) = 5.72, p = 0.017. Participants exposed to the algo-
rithm vignette (M = 0.093, SD = 0.987) showed more subsequent support for police 
use of algorithms than participants exposed to the human vignette (M =  − 0.092, 
SD = 0.994). There was no significant main effect of outcome (successful vs unsuc-
cessful); however, there was a significant interaction between decision-making and 
outcome at the p < 0.10 level, F(1, 634) = 3.77, p = 0.053—see Fig. 3. In the algo-
rithm condition, participants were significantly more supportive of police use of 
technology after being exposed to a vignette with a successful outcome (M = 0.220, 
SD = 0.983) compared to an unsuccessful outcome (M =  − 0.034, SD = 0.976). In 
contrast, in the human condition, the outcome made no difference to participants’ 
subsequent support for police use of algorithms (successful M =  − 0.115, SD = 1.00; 
unsuccessful M =  − 0.070, SD = 0.991).

Fig. 3  Interaction between outcome and decision-making on support for police use of algorithms
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There was a main effect of scenario, F(1,634) = 5.74, p = 0.017. Partici-
pants exposed to the area scenario (M = 0.093, SD = 0.978) showed more 
support for police use of algorithms than participants exposed to the indi-
vidual scenario (M =  − 0.092, SD = 1.00). There was a significant interac-
tion between scenario and decision-making, F(1, 634) = 6.33, p = 0.012—see 
Fig.  4. In the algorithm condition, scenario made no difference to partici-
pants’ support for police use of technology (individual M = 0.099, SD = 
0.989; area M = 0.088, SD = 0.987). In the human condition, participants 
were more supportive of police use of algorithms when exposed to the area-
based scenario (M = 0.099, SD = 0.971) compared to the individual scenario 
(M =  − 0.281, SD = 0.983). There was no significant interaction between the 
scenario and outcome (F (1, 634) = 1.43, p = 0.232) and no significant three-
way interaction (F (1, 634) = 1.14, p = 0.286).

These findings indicate that exposure to a scenario in which the police used 
algorithmic technology to make a successful decision led participants to be 
more supportive of the general use of algorithms within policing. Accord-
ing to H3, however, this should be because exposure to a successful use case 
increases trustworthiness, which in turn generates support. We used structural 
equation modelling (SEM) in MPlus 7.11 to test the associations between per-
ceptions of police decision-making (as trustworthy and fair) and support for 

Fig. 4  Interaction between scenario and decision-making on support
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the police use of algorithmic technology, and whether perceptions of trust 
mediated the link between scenario and support. Here, we focus only on par-
ticipants in the algorithm condition since, as the analysis above suggests, they 
were the ones who had been exposed to a scenario from which they could make 
some judgement about the apparent trustworthiness of police in this area. Sup-
port for police use of algorithmic technology was regressed on trustworthiness 
and fairness of decision-making; decision-making was regressed on outcome 
condition (successful vs unsuccessful). Figure 5 presents the standardized path 
coefficients.

As shown in Fig.  5, both trustworthiness of decision-making (B = 0.377, 
p < 0.001) and fairness of decision-making (B = 0.277, p = 0.002) were significant 
predictors of support for police use of algorithms. In other words, respondents who 
felt that the police had used a particular algorithm to make a competent, effective 
and fair decision were more likely to support police use of new algorithmic technol-
ogy. Turning to the outcome condition, as above, we find that participants exposed 
to a scenario where the outcome was successful were significantly more likely to 
grant trust (B = 0.549, p =  < 0.001) and to believe the officer had made an unbiased 
decision (B = 0.255, p = 0.044). Conditioning on these associations, there was no 
direct effect of outcome (successful vs. unsuccessful) on participants’ support for 
police use of technology (B =  − 0.005, p = 0.966). In other words, all of the asso-
ciation between outcome and support was mediated by perceptions of fair treatment 
and, in particular, trustworthiness.

Discussion

Algorithms now pervade our lives. They determine the news we see, the products 
we buy and shape many areas of our economy and society in which new technolo-
gies and data-driven tools are being adopted in order to function more effectively 

Fig. 5  SEM predicting support for police use of algorithms
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and efficiently. Policing is not exempt from this process, with algorithmic decision-
making and AI used more and more across multiple operational contexts. As police 
organisations increasingly turn towards automated systems, ethical questions arise 
about the police use of these new technologies—including bias and discrimina-
tion (cf. Barocas & Selbst, 2016) and the lack of transparency and accountability 
(cf. Citron & Pasquale, 2014)—as well as concerns about the need to maintain the 
public’s trust and confidence (Mackey, 2020). Yet, public reactions to the introduc-
tion of police use of algorithmic decision-making are not yet fully understood. This 
study sought to address this gap.

To return to the hypotheses that motivated our analysis, we found partial support 
for H1. Overall, people were more trusting of decisions made by a police officer 
compared to an algorithm. However, this effect was only present in the area-based 
scenario (i.e. the allocation of resources to a crime hotspot). In the individual sce-
nario (i.e. the stop and search encounter), the decision-making method made no dif-
ference to the perceived trustworthiness of the decision. A similar pattern of results 
was found when looking at the perceived fairness of the decision. In the area-based 
scenario, participants were more likely to think the decision was fair when it was 
made by a police officer compared to an algorithm. In the individual scenario, there 
was little difference across the two decision-making conditions (although partici-
pants were slightly more likely to think the use of algorithms was fair in the indi-
vidual scenario).

We also found support for H2. Across all conditions, when the outcome of the 
decision was successful, participants demonstrated higher levels of trust in police 
decision-making and perceived the decision as less biased, compared to when the 
decision led to an unsuccessful outcome. However, contrary to our expectations, 
outcome effectiveness was apparently no more (or less) important to participants in 
the algorithmic decision-making conditions.

Lastly, we found support for H3. Specifically, participants who were exposed 
to successful algorithmic decision-making expressed more support for police use 
of this technology, and this seemed to be because they perceived the police as 
being more trustworthy and fair in their decision-making (at least in comparison 
to those in the unsuccessful algorithmic conditions). If they are to offer their sup-
port, it is essential the public believe that any new technology introduced by the 
police would be effective and used appropriately. Previous research has shown that 
when people have trust in the police, they are more accepting of changes in the 
tools police use (Bradford et  al., 2020). At the core of the concept of trust is a 
willingness to accept vulnerability in relation to the trust object (PytlikZillig & 
Kimbrough, 2015). What we see here may be a reflection of the fact that trust in 
the police is partly rooted in direct and vicarious experiences of policing (Brad-
ford et al., 2009; Oliveira et al., 2020), which can have important implications for 
people’s acceptance of wider powers and policies. If people experience a particu-
lar instance of policing as trustworthy—a judgement shaped, here, by the outcome 
it achieves—they are more likely to support the use of powers about which, it is 
important to note, they are likely to know very little. Trust does, indeed, seem to 
be used as a heuristic.
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Taken together, though, our findings suggest that the public still “prefer” 
decisions to be made by police officers rather than algorithms. This seems 
to be especially true for decisions that impact a community or neighbour-
hood compared to decisions that impact an individual during a one-on-one 
encounter, such as a stop and search. The finding that people prefer human 
decisions fits with theoretical perspectives suggesting that more weight is 
often placed on the same advice given by a human expert compared to an 
algorithm (Dietvorst et  al., 2015). Both may be opaque, but at least with a 
human, one can infer trustworthy motives. When one assumes that the other 
is taking one’s own interests into account, one gives the decision-maker the 
“benefit of the doubt”.

Yet, although many of the results here reflect the “reluctant” viewpoints 
often associated with the acceptance and trustworthiness of algorithmic 
technology within the medical profession, there are also some differences. 
In particular, medical patients voice concerns that decision-making technol-
ogy may neglect their unique characteristics, circumstances and symptoms 
(Longoni et  al., 2019). By contrast, in our individual scenario—a face-to-
face encounter—the use of algorithms was just as acceptable as the decision 
made by a human. Arguably, this type of situation is more similar to people’s 
experiences of healthcare: that decision-making technology will neglect indi-
viduals’ unique characteristics and circumstances. However, the widespread 
and well-documented bias and disproportionality evident in the UK criminal 
justice system, including in stop and search encounters (Ashby, 2020; Police 
Foundation, 2020), may mean the British public is particularly attuned to 
issues of human bias, including both overt racism and unconscious bias. 
Because some or indeed many people are aware that there is a current issue 
with disproportionality in stop and search, they may be more open to the idea 
of decisions being “taken over” by machines.

Indeed, public perceptions about the fairness of the police decision-making 
appear more nuanced than first thought, with the type of scenario being particu-
larly important. Despite following the same set of rules and procedures every 
time, algorithmic technology has the potential to amplify biases and unfairness 
embedded in data (Mittelstadt et al., 2016; Shrestha & Yang, 2019). This could 
explain why participants felt that when making a decision about a community 
or neighbourhood (the area-based scenario), the use of an algorithm would lead 
to more biased decision-making. It may however be implausible to suggest the 
average person is sufficiently aware of algorithmic decision-making processes to 
draw these kinds of conclusions. Another possibility is that decisions that affect 
whole areas are viewed as more serious than those affecting only individual peo-
ple, and this in effect raises the bar, leading people to prefer that a human actor 
makes the choice.

We have demonstrated here that there remains a scepticism among the public 
about the use of algorithmic technology, which is likely to be fuelled through the 
potential ethical concerns and effects of this new capability. Given this, it might 
seem rather paradoxical that we also found that respondents exposed to an appar-
ently successful use case of algorithmic decision making were more likely to 
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support police use of this power. This seems likely to reflect (a) the complexity and 
fuzziness of people’s opinions on the issues at hand, but also (b) how those opin-
ions are shaped by experiences of policing (that may be trust building or under-
mining). Coming to the question “cold”, people preferred a human decision-maker. 
But having been presented with an example of apparently successful AI decision-
making, those in the relevant experimental condition were more likely to support 
wider police use of this technology than either those exposed to an unsuccessful use 
case or those not exposed to an example of AI decision-making at all. Crucially, this 
support was forthcoming to the extent that they judged the police decision-making 
involved to be trustworthy.

Limitations and future work

Some limitations of the current research must be acknowledged. First, the 
hypothetical nature of the scenarios described is insufficient to fully capture 
the nuances of how police make decisions. We used scenarios that intention-
ally described a situation where a police officer used solely an algorithm or 
solely their own knowledge and experience to make a decision in order to 
understand how these extreme scenarios might affect people’s views. In real-
ity, in the UK, it is likely that the kind of scenarios presented here—a stop 
and search encounter and allocation of resources across a borough—would 
be made using a combination of decision methods. But, it is true that some 
police agencies in the USA have already adopted algorithmic technology (e.g. 
Predpol5) to predict when and where crime will occur. The decisions made by 
this technology are akin to the area-based scenario here, as Predpol identifies 
crime hotspots and directs resources to them. Our scenarios are also similar to 
those used by Ferguson (2017) when discussing issues surrounding the rise of 
“big data policing”.

Second, there are the typical concerns about the reliability, generalizabil-
ity and validity as a result of using a non-probability convenience sample 
recruited from a crowdsourcing platform. While the sampling methodology 
used is common in the study of public attitudes towards the police (e.g. Ger-
ber & Jackson, 2017), the results are not representative of the general popula-
tion. Additionally, by virtue of the nature of the research, experimental condi-
tions and fictional vignette scenarios cannot fully replicate real instances of 
police decision-making, as influential factors relating to the complexity of the 
decision were not fully described here. Future investigation should explore 
these topics from more robust methodological perspectives that use stronger 
manipulations or which are based on real-world interventions. For example, 
participants could be more exposed to police decision-making or activity via 
the use of CGI or virtual reality technology (Vasser & Aru, 2020) or delibera-
tive polling methods could be used to create greater space for discussion of 

5 https:// www. predp ol. com/

https://www.predpol.com/
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the inputs, risks, rewards and consequences of particular policy developments 
in this area.

Finally, we recommend researchers delve further into the idea that the con-
text of the decision-making process by algorithmic technology is important. 
Why do the public perceive algorithmic decision-making to be less trustwor-
thy when the decision is for a whole neighbourhood or community? Examining 
more nuanced applications of algorithmic technology could better elucidate the 
particular situations where these tools could be incorporated into operational 
police decisions, while gaining the support and acceptance of a currently rather 
skeptical public.

Conclusion

The growth of AI, data-driven policing and algorithmic technology all pro-
vide potential ethical challenges to policing, and the proliferation of disin-
formation and massive growth in the use of social media are providing new 
opportunities to question how policing is done and at speed (Mackey, 2020). 
Policing methods that incorporate such technology need to be transparent and 
used sensitively—certainly initially only in very specific situations if the pub-
lic are to be supportive of such measures. There is a clear need to maintain 
the public’s trust in using data for decision-making, and our results suggest 
that the police still have some way to go to bring the public fully on board and 
gain their acceptance.

A key issue here may be that of accountability. For the police to be seen 
as trustworthy, there must be a clear and transparent chain of command and a 
decision-making process that can be audited. But, identifying the human sub-
jectivity embedded in algorithmic decision-making processes is difficult, with 
underlying values remaining obscured until a problematic case arises (Mittel-
stadt et  al., 2016). Police leaders may struggle to explain what is going on 
“inside the box” (Mackey, 2020), not least because when harms are caused 
by algorithmic decisions, it can be difficult to locate the reasons due to the 
complex decision-making structures, hundreds of rules and probabilistic rea-
soning involved. In contrast to human decision-making, where an individual 
can usually articulate their decision-making process when required, the ration-
ale of an algorithm is often incomprehensible to humans, making the fairness 
and accountability of decisions difficult to challenge (Mittelstadt et al., 2016; 
Vestby & Vestby, 2021). These technologies, and the opaque manner in which 
they are deployed, raise concerns that they may have unintended consequences 
and operate outside the scope of traditional oversight and public accountabil-
ity mechanisms (Binns et  al., 2018; Brown et  al., 2019). Looking forward, it 
is important that the police think carefully about the situations in which they 
adopt algorithmic technology and follow a clear and transparent methodology 
that can be open to scrutiny when required. Equally, more work still needs to 
be done to understand public reluctance to fully accepting this transition to 
technology-driven decision-making.



1 3

Artificial fairness? Trust in algorithmic police…

Appendix

Supplementary Information The online version contains supplementary material available at https:// doi. 
org/ 10. 1007/ s11292- 021- 09484-9.

Declarations 

Ethics approval The questionnaire and methodology for this study were approved by the Human Research 
Ethics committee of University College London (Ethics approval number: 17987/003).

Consent to participate Informed consent was obtained from all individual participants included in the 
study.

Competing interests The authors declare no competing interests.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, 
which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as 
you give appropriate credit to the original author(s) and the source, provide a link to the Creative Com-
mons licence, and indicate if changes were made. The images or other third party material in this article 
are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 

Table 2  Factor loadings and model fit for confirmatory factor analysis

Fit indices χ2(72) = 180.35, p < .001; RMSEA = 0.048 [.040, .057]; CFI = 0.973; TLI = 0.966

Factor loadings

Trustworthy decision-making
Sergeant/Inspector McFadden dealt with the situation effectively 0.858
I would feel confident in the decision Sergeant/Inspector McFadden made 0.858
Sergeant/Inspector McFadden demonstrated competency 0.847
The Sergeant/Inspector took the most appropriate action to the situation 0.784
Sergeant/Inspector McFadden’s actions will have helped prevent crime 0.729
The Sergeant/Inspector took all necessary information into consideration when making 

the decision
0.723

Fair decision-making
Sergeant/Inspector McFadden’s decision making was impartial 0.793
Sergeant/Inspector McFadden made an unbiased decision 0.707
Sergeant/Inspector McFadden made the decision based on facts 0.690
Support for police use of algorithms
I would feel confident if the police used technology/algorithmic tools to make opera-

tional police decisions (such as stop and search)
0.873

I feel confident that technology/algorithms are accurate in the decisions they make 0.854
Police use of algorithms makes me feel safer 0.759
The police are justified to use technology to make decisions previously made by officers 

in relation to operational policing
0.737

Police use of algorithms will make it easier for the police to catch criminals 0.691
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material. If material is not included in the article’s Creative Commons licence and your intended use is 
not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission 
directly from the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen 
ses/ by/4. 0/.
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