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Abstract. We provide a thorough analysis of the path-dependent volatility model intro-

duced by Guyon [30], proving existence and uniqueness of a strong solution, characterising

its behaviour at boundary points, providing asymptotic closed-form option prices as well

as deriving small-time behaviour estimates.
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1. Introduction

Stochastic volatility models have been used extensively over the past three decades in

order to reproduce particular features of market data, on Equities, FX and Fixed Income

markets, both under the historical measure and for pricing purposes. Most of them are

Date: February 18, 2025.

2020 Mathematics Subject Classification. 41A60, 60F10, 60G15.
Key words and phrases. Path-dependent volatility, large deviations, boundary classification, ergodicity,

implied volatility.
The authors would like to thank Alexander Kalinin for his insightful remarks about boundary behaviour

of solutions of SDEs as well as Jean-Pierre Fouque for his pointers on ergodic diffusions, and Yuliya Mishura

for her hints about boundedness of moments. They are also indebted to Julien Guyon for introducing them

to this exciting problem. AJ and OB acknowledge financial support from the EPSRC grant EP/T032146/1.

1



2 OFELIA BONESINI, ANTOINE JACQUIER, AND CHLOÉ LACOMBE

based on a Markovian assumption for the underlying process, essentially for mathematical

convenience, as PDE techniques and Monte Carlo schemes are more readily available then.

However, recent models have departed from this Markovian confinement and have shown

to provide extremely accurate fit to market data. One approach considers instantaneous

volatility driven by fractional Brownian motion, giving rise to the rough volatility gener-

ation and its numerous descendants [2, 3, 11, 17, 25, 26, 28]. A less strodden, yet very

intuitive, path, originally introduced by Engle [12] and Bollerslev [5] in the early 1980s sug-

gested to consider models where volatility depends on the past history of the stock price

process. Their approach, though, was under the historical measure, and Duan [10] investi-

gated these discrete-time models in the context of option pricing. With this in mind, Hobson

and Rogers [32] extended this approach to continuous time, proposing that instantaneous

volatility should depend on exponentially weighted moments of the stock price. Contrary to

stochastic volatility models, the market here is complete. Hobson and Rogers [32] showed

that such models generate implied volatility smiles and skews consistent with market data.

Further results investigated some theoretical properties of these models, in particular [37]

proving existence and uniqueness of strong solutions. This path has recently been given new

highlights by Guyon [29], who assumed that the underlying stock price process behaves as

dSt
St

= σ(t, St, Yt)l(t, St)dWt, S0 := s0 > 0,

where W is a standard Brownian motion, Y an adapted process and l(·) a leverage function

ensuring that European options are fully recovered. Inspired by Hobson and Rogers [32],

Guyon [30] suggested to choose Y as an exponentially weighted moving average of S. Not

only does this calibrate well to the observed smile, but the diffusion map σ(·) can be chosen

such as joint calibration with VIX data becomes feasible, a notoriously difficult task.

Motivated by his empirical results, we investigate the theoretical properties of this model.

We provide a full characterisation of the behaviour of the volatility process at its boundaries,

together with its ergodic behaviour, and derive closed-form asymptotics for the correspond-

ing option prices in small time. In Section 2, we set the notations and present Guyon’s

model. Section 3 gathers the main theoretical results, proving existence and uniqueness of

a strong solution (Section 3.2), deriving the stationary distribution (Section 3.3), which we

use to obtain an expansion of the option price in Section 3.4. We finally provide small-time

option price and implied volatility asymptotics for this model in Section 3.5. We gather all

(lengthy) proofs in the appendix.

This project arises as an empirical analysis carried out by Guyon [30] (see also [29]) to

describe the relationship between the VIX index and the VVIX, a volatility of volatility

index. Figure 1 below shows a scatter plot of one versus the other over a five-year period.

The approximate linear relationship highlighted by the least-square regression fit was first

noted by Guyon [30], and we follow his recommendations here.

2. Set up and notations

The evolution of the S&P index is described by the dynamics

dSt
St

= σ(Yt)dWt, S0 = s0 > 0,

for some given Brownian motion W generating a filtration F = (Ft)t≥0, where σ : (0,∞)→
R is non anticipative. Following Guyon [30] and Hobson and Rogers [32], we assume that

the process Y is adapted to F and is a function of the past history of the stock S, making

the latter non-Markovian, in the sense

Yt :=
St

S
h

t

, for t ∈ [0, T ], where S
h

t :=
1

h

∫ t

−∞
exp

{
− t− u

h

}
Sudu
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Figure 1. Historical VVIX vs historical VIX (13/4/12-8/5/17). Source: CBOE.

is the exponentially weighted moving average (EWMA) of the stock price process. Here, the

time horizon is set to be T . The constant h > 0, denoting the length of the time window, is

left unspecified for now. Using Itô’s formula and denoting X := log(S), we can summarise

the dynamics for the couple (X,Y ) as

(2.1)

{
dXt = −1

2
σ(Yt)

2dt+ σ(Yt)dWt, X0 = x0 := log(s0),

dYt = b(Yt)dt+ σ̃(Yt)dWt, Y0 = y0 > 0,

with b(y) := 1
hy(1−y) and σ̃(y) := yσ(y), for y > 0 and some h > 0. Guyon [30] showed that,

for the linear relationship between the VIX and the VVIX to hold, one needs to consider a

diffusion coefficient of the form

σ(y) := −α
β

+ γy−β ,

with α, β, γ > 0. In that case, σ̃ is null at yσ :=
(
βγ
α

)1/β

, and

σ̃(0) =


not defined, if β > 1,

0, if β < 1,

γ, if β = 1.

We note that, for y ∈ (yσ,∞), σ(y) < 0 and therefore σ̃(y) < 0 as well. While this may

appear odd, it is not however an issue as Brownian increments are symmetric around the

origin. While Figure 1 provides strong empirical arguments in favour of such a model, a

theoretical analysis thereof is however needed in order to investigate further its practical

benefits. For example, since σ̃(y)2 ∼ γ2y2(1−β) as y approaches zero, the map σ̃ is square

integrable around the origin if and only if β < 3
2 , and theoretical issues will arise if this is

not satisfied (therefore ruling out such values out of calibration), as this in turn implies that

the integral
∫ t

0
σ(Ys)dWs does not make sense as an Itô integral anymore. That said, as we

will show below, our main interest will be on the behaviour of the process on (yσ,∞), and

therefore this restriction on β will not be enforced. Here and in the following, given two

functions f, g : R→ R, we shall write f(y) ∼ g(y) as y tends to a (possible infinite) point ȳ

whenever limy→ȳ f(y)/g(y) = 1. We write Py(·) for the conditional probability Py(·|Y0 = y)

and consequently Ey[·] for Ey[·|Y0 = y]. We now step into this theoretical analysis by first

concentrating on the existence and uniqueness of a strong solution for (2.1), then by deriving

a precise classification of the special points 0, yσ and ∞, before diving into the asymptotic

behaviour of the process and the corresponding option prices.

Remark 2.1. Since the completion of this work, several more sophisticated versions have

been proposed to capture the empirical properties of asset prices. We refer the interested

reader to [1, 27, 31] for more details.
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3. Main results

3.1. Existence and uniqueness of strong solutions. Following [33, Definition 2.1], the

definition of a strong solution allows for explosion in finite time. Note that, when the

process Y is considered on its own, we study it on R+ while, as a consequence of the results

in Section 3.2, we consider the system (X,Y ) on the domain R × (yσ,∞). It is enough to

check existence and uniqueness of solutions for the one-dimensional equation associated to Y

since X = log(S) is uniquely determined from Y and W . A localised version of [33, Corollary

to Theorem 3.2] which, according to the authors, can be proved similarly to Theorem 3.1

therein, yields the existence of a unique strong solution, provided that the drift b(·) is locally

Lipschitz and the volatility σ̃(·) is 1
2 -Hölder (as mentioned in [33, page 184], this condition

is in some sense maximal). Alternatively, one can exploit [8, Proposition 2.3] since the

conditions therein are a direct consequence of local Lipschitzianity and local Hölderianity

of b and σ. The local Lipschitz property of the drift is straightforward and the volatility

function is α-Hölder with α ≥ 1
2 if and only if 0 < β ≤ 1

2 or β = 1: furthermore, for β = 1,

σ̃(y) = −αβ y+ γ is affine hence globally Lipschitz. Thus, the system admits a unique strong

solution on R × (yσ,∞) if and only if 0 < β ≤ 1
2 or β = 1. In the following, we will often

consider the process Y , not on the positive half line, but on (yσ,∞), where it enjoys nice

ergodic properties. There, the regularity of σ̃ is improved since, for any x, y ∈ (yσ,∞),

|σ̃(x)− σ̃(y)| =
∣∣∣∣αβ (y − x) + γ

(
x1−β − y1−β)∣∣∣∣ ≤ α

β
|x− y|+ γ(1− β)

yβσ
|x− y|

≤
(
α

β
+ γ(1− β)

α

βγ

)
|x− y| = α(2− β)

β
|x− y|.

3.2. Boundary classification. We now analyse its behaviour on its domain and in partic-

ular at the boundary of the latter. To do so, we follow the boundary classification in [34,

Chapter 15, Section 6], which seems the most suitable reference: First, it includes both Feller

and Russian boundary classifications, therefore allowing for a precise comparison. Second,

it only requires the volatility coefficient to be non-null in the interior of the domain. On the

contrary, the treatise in [6], although more complete in some sense, requires the volatility

process to be non null everywhere in R. Consider a regular (in the sense of [34]) diffusion

process Y = {Yt}t≥0, on a domain D ⊂ R, with left and right boundaries l and r:

dYt = µ(Yt)dt+ χ(Yt)dWt, Y0 = y0 ∈ D.

For any point y in the interior of D, namely y ∈ (l, r), we assume that the drift and variance

coefficients µ(·) and χ(·) are continuous and that χ(y) > 0 for all y in the interior of D. For

any x, y ∈ R, introduce the hitting times τx := inf {t ≥ 0 : Yt = x} and τx,y := min {τx, τy}.
We study the left boundary l, the discussion for the right boundary r being similar. For

x ≤ y0, τx is monotonically nonincreasing in x, thus we define τl+ := limx↓l τx. To provide

a precise description, we recall some standard notions. The scale function S : D → R is

defined in terms of the so-called the scale density s : D→ R via

s(ξ) := exp

(
−
∫ ξ

ξ0

2µ(v)

χ2(v)
dv

)
, S(x) :=

∫ x

x0

s(ξ)dξ,

where ξ0, x0 ∈ (l, r) are arbitrary fixed points. The particular choice of these points has no

importance for the boundary discussion [34, Chapter 15, Section 3]. For any closed interval

I := [a, b] ⊂ (l, r), we also introduce the scale measure, namely the map S : I 7→ S(b)−S(a).

Then, we define the speed density m and speed measure M :

m(ξ) :=
1

χ2(ξ)s(ξ)
, M [I] = M [a, b] :=

∫ b

a

m(x)dx.
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Notice that both S and M are positive and finite on their domain. Finally,

N(l) :=

∫ x

l

S[η, x]dM(η) =

∫ x

l

M(l, ξ]dS(ξ) =

∫ x

l

S[η, x]
dη

χ2(η)s(η)
,

where the open bracket arguments follow by taking left/right limits at these boundaries.

Since we are only interested in whether the integrals are finite or not, the upper bound x is

irrelevant, and we omit it from the notations. Through M(l, x], we can estimate the velocity

of the process near l and with N(l) we can approximately quantify how long it takes to hit

a point x ∈ (l, r) starting from l. The first classification reads as follows:

Definition 3.1.

- The left boundary l is attracting if S(l, x0] <∞ for some x0 in (l, r). Then,

P(τl+ ≤ τb|Y0 = x) > 0, for any l < x < b < r.

- The left boundary l is unattracting when S(l, x0] =∞ for some x0 in (l, r). Then,

P(τl+ < τb|Y0 = x) = 0, for any l < x < b < r.

A left boundary l is thus attracting when there is a positive probability to reach l before

the arbitrary state b (not necessarily in finite time), starting from x < b. Finally, introduce

Σ(l) :=
∫ x
l
S(l, ξ] dξ

χ2(ξ)s(ξ) , where again the upper bound x is irrelevant, which determines

the time required by the process, starting from an interior point x, to reach the boundary l

or another interior point b > x.

Definition 3.2. The boundary l is attainable if Σ(l) <∞; otherwise it is unattainable.

A straightforward argument shows that if l is attainable, then it is attracting. Indeed,

S(l, x0] < ∞ whenever Σ(l) < ∞. This is in contrast to unattainable boundaries that may

or may not be attracting. For an attracting attainable boundary l, for any l < x < b < r,

P(τl+ <∞|y0 = x) > 0 and E[τl+ ∧ τb|y0 = x] <∞.

Table 6.1 in [34] provides a complete portrait of the Feller and Russian characterisations of

boundary behaviours in terms of S(l, x], M(l, x], Σ(l) and N(l); in the words of Feller’s:

- Regular boundary: A regular boundary is attracting and attainable. A diffusion

process can enter but also leave from such a boundary point.

- Exit boundary: An exit boundary is attracting and attainable too, but when the

initial point gets closer to it, the process cannot reach any interior point b regardless

how close b is to l. Indeed, in this case it should hold: limb↘l limx↘l P(τb < t|Y0 =

x) = 0, for any t > 0. No continuous sample path can exit l after touching it.

- Entrance boundary: An entrance boundary is unattracting and unattainable. A

process starting from any point in the interior of the domain D cannot reach the

entrance boundary. Nevertheless, one can consider a process starting at the entrance

boundary l: in this case, the process moves to the interior of the domain and never

comes back to the boundary.

- Natural (Feller) boundary: A point is a natural boundary when it is unattainable

(it may or not be attracting). Such boundaries are usually discarded from the state

space of the process since a diffusion cannot start from nor reach it in finite time.

The following theorem, proved in Appendix A, provides a detailed analysis of the be-

haviour of the process Y in (2.1) at the boundaries of its domain.

Theorem 3.3.

- Consider the process Y in (2.1) over the domain D = (yσ,∞). The right boundary

r =∞ is entrance (unattracting, unattainable) while the left boundary l = yσ is
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Left boundary yσ Feller Russian

yσ > 1 exit-trap-absorbing attracting attainable

yσ = 1 natural attracting unattainable

yσ < 1 entrance unattracting unattainable

- If the process Y in (2.1) is defined over D = (0, yσ), then the left boundary l = 0 is

Left boundary 0 Feller Russian

β < 1
2 regular attracting attainable

β ≥ 1
2 exit-trap-absorbing attracting attainable

while the right boundary r = yσ is

Right boundary yσ Feller Russian

yσ > 1 entrance unattracting unattainable

yσ = 1 natural attracting unattainable

yσ < 1 exit-trap-absorbing attracting attainable

Remark 3.4. As a consequence of this classification we limit our discussion to the domain

(yσ,∞) with yσ < 1. On (0, yσ) the strict positivity of Y is not guaranteed as the origin is

attracting and attainable. Moreover, the case where D = (yσ,∞) with yσ ≥ 1, should be

ruled out as well since yσ is attracting and attainable, so that Y may then exit it to enter

(0, yσ) with strictly positive probability. An application of [33, Theorem 3.2, Section 4,

Chapter 4] guarantees that Y does not explode in finite time, or more precisely that

P
(

inf
{
t ≥ 0 : Yt ∈ {yσ,+∞}

}
=∞|Y0 = y0

)
= 1, for any y0 ∈ (yσ,∞).

3.3. Ergodic Behaviour and Stationary distribution.

3.3.1. Ergodic behaviour. We now discuss the ergodic behaviour of the process Y in (2.1)

through the following theorem proved in Appendix B.1. To do so, introduce the probabilities

P(z) := Py0
(

lim
t↑τD

Yt = z

)
, for z ∈ {l, r},

where τD denotes the lifetime of the process in D = (l, r). Following [39, Section 2.7-2.8],

transience of the process then corresponds to P(l) + P(r) = 1.

Theorem 3.5. The ergodic behaviour of the process Y in (2.1) is as follows:

D = (0, yσ) D = (yσ,∞)

yσ < 1 Y transient and P(yσ) in (3.1) Y recurrent

yσ = 1 Y transient and P(yσ) in (3.1) Y transient and P(yσ) = 1

yσ > 1 Y transient and P(0) = 1 Y transient and P(yσ) = 1

with

(3.1) P(yσ) =

∫ y0
0

exp
{
−
∫ y
x

2b(s)
σ̃2(s)ds

}
dy∫ yσ

0
exp

{
−
∫ y
x

2b(s)
σ̃2(s)ds

}
dy

and P(0) = 1− P(yσ), for any x ∈ (0, yσ).

An immediate consequence of the fact that Y is recurrent when yσ < 1 on the domain

(yσ,∞) is that Y does not explode in finite time with probability one. This will thus be the

case of interest, for which a stationary distribution is available (Proposition 3.7).

3.3.2. Stationary distribution over the domain D = (yσ,∞). We now investigate the ergodic

properties of the process Y in Equation (2.1) over the domain D = (yσ,∞). Recall that its

infinitesimal generator is defined, for any y ∈ D, as

(LY ϕ)(y) := lim
t↓0

E[ϕ(Yt)|Y0 = y]− ϕ(y)

t
,
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for all functions ϕ such that the limit is finite for all y ∈ D. We recall [21, Section 3.2] that

a process (Yt)t>0 is ergodic if it admits a unique, stationary distribution Π, and for any

measurable bounded function φ, the almost sure limit

lim
t↑∞

1

t

∫ t

0

φ(Ys)ds =

∫
D

φ(y)Π(dy)

holds. If this limit exists, an ergodic solution must satisfy L∗Y Π = 0, where L∗Y is the adjoint

of the infinitesimal generator LY , defined in [21, Section 1.5.3] via the identity

(3.2)

∫
g(ξ)LY f(ξ)dξ =

∫
f(ξ)L∗Y g(ξ)dξ,

for any rapidly decaying smooth test functions f and g. The generator and its adjoint are

available explicitly here:

Proposition 3.6. For any y ∈ D, we have

(LY f)(y) =
1

h
y(1− y)∂yf(y) +

1

2
y2σ2(y)∂2

yf(y),

(L∗Y g)(y) = − 1

h
∂y

(
y(1− y)g(y)

)
+

1

2
∂2
y

(
y2σ2(y)g(y)

)
.

Proof. The expression for LY is standard and the one for L∗Y follows using (3.2) and inte-

gration by parts. �

For f : D → R, finding the explicit solution of the Poisson equation is tedious. Indeed,

(L∗Y f)(y) = 0 is equivalent to

1

2
y2f ′′(y)

[(
α

β

)2

− 2αγ

β
y−β + γ2y−2β

]

+ yf ′(y)

[
2

{(
α

β

)2

− αγ

β
(2− β)y−β + (1− β)γ2y−2β

}
− 1

h
(1− y)

]

+ f(y)

[(
α

β

)2

− αγ

β
(1− β)(2− β)y−β + γ2(1− β)(1− 2β)y−2β − 1

h
(1− 2y)

]
= 0,

with the constraint
∫
D
f(y)dy = 1. This is a highly non-linear problem, without any obvious

explicit solution. However, using the probabilistic tools developed in [34, page 242], such a

solution can be found, as the following proposition, proved in Appendix B.2, states.

Proposition 3.7. If yσ < 1, D = (yσ,∞), the unique stationary distribution reads

(3.3) Π(dy) =

(∫ ∞
yσ

dξ

σ̃2(ξ)s(ξ)

)−1
dy

σ̃2(y)s(y)
.

3.4. Pricing PDE and expansion. Pricing options on the stock price given in (2.1) can

obviously be done with Monte Carlo simulations. However, through Feynman-Kac, PDE

techniques are (when available) often faster and may also (as we shall see below) provide

closed-form expressions. Consider an option with payoff h(XT ) at expiry T , and denote its

price P (t,Xt, Yt) at time t ≤ T . Introduce the operators

(3.4) L1 := yσ2(y)∂xy and Lσ(y)
BS := ∂t +

σ2(y)

2
∂2
x −

σ2(y)

2
∂x.

and recall that LY is defined in Proposition 3.6, while the operator Lσ(y)
BS is nothing else

than the Black-Scholes infinitesimal generator with volatility σ(y). Standard arguments

yield that, under the risk-neutral measure, the pricing PDE associated to (2.1) is

(3.5)
(
LY + L1 + Lσ(y)

BS

)
P (t, x, y) = 0,

for all t ∈ [0, T ), x ∈ R and y ∈ D = (yσ,∞), with terminal condition P (T, x, y) = h(x).

Note that the PDE is stated in the domain D = (yσ,∞) and not on the whole positive
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half-line in the y-dimension. On D, the drift is quadratic (so that this representation follows

from [4] for example),while the diffusion coefficient is at most of linear growth. Note that

since σ(·) is not bounded away from zero, the operator Lσ(y)
BS is not strictly elliptic, but only

hypoelliptic. Unfortunately, this pricing PDE does not admit an obvious explicit solution.

However, approximate solutions can be found by expanding the solution using perturbation

methods, as developed in [21]. A key ingredient is the (unique) stationary distribution of

the ergodic process Y , which we proved above for the case D = (yσ,∞). This perturbation

analysis relies on a few other items that we need to tackle. In particular, we assume that

the pricing PDE admits a unique classical solution.

Following [13, 14, 18, 19, 20, 21], consider the ‘fast’ version of the original process Y
dXt = −1

2
σ(Yt)

2dt+ σ(Yt)dWt, X0 = x0 ∈ R,

dYt =
1

ε
b(Yt)dt+

1√
ε
σ̃(Yt)dWt, Y0 = y0 > 0,

for ε > 0. The pricing PDE (3.5) implies that the option price P ε, with payoff h, satisfies

(3.6)

[
1

ε
LY +

1√
ε
L1 + Lσ(y)

BS

]
P ε(t, x, y) = 0,

for all t ∈ [0, T ), x ∈ R and y ∈ D, with boundary condition P ε(T, x, y) = h(x). Inspired

by [18, 19, 21], we now provide an approximation for the price P ε, proved in Appendix B.3:

Proposition 3.8. If the payoff h is smooth, then the equality

P ε(t, x, y) = P0(t, x) +
√
εP1(t, x) +O(ε)

holds pointwise in (t, x, y) ∈ [0, T )× R×D as ε tends to zero, where P0 corresponds to the

Black-Scholes price of the option having payoff h with volatility κ :=
√
〈σ2,Π〉 and

P1(t, x) = −T − t
2
〈$,Π〉

(
∂3
x − ∂2

x

)
P0(t, x),

for all (x, t) ∈ R× [0, T ) with boundary condition P1(T, x) = 0 and with

(3.7) $(y) := yσ2(y)ψ′(y).

Finally ψ is the unique solution to

(3.8) LY ψ(y) = σ2(y)− κ2, for all y ∈ (yσ,∞).

Remark 3.9. The assumption of a smooth payoff follows that in [18, 21]. Using mollification

arguments, it could be relaxed, as in [19], to include standard European Call and Put options,

but we leave this subtlety for later.

Remark 3.10. A detailed analysis of expansions of the form given in Proposition 3.8 has

been carried out for a wide class of models in [18, 21]. Even in simple cases though, such

as β = 1 for example, the invariant measure Π in (3.3) does not simplify much, and it is

difficult to provide more details than the above at this stage.

3.5. Small-time asymptotics. We finally investigate the small-time behaviour of the solu-

tion to (2.1) using large deviations techniques, leading to closed-form asymptotics for option

prices and implied volatilities. We refer the reader to [24] for an overview of this topic. For

ε > 0, t ∈ [0, T ], introduce the small-time rescaling (Xε
t , Y

ε
t ) := (Xεt, Yεt), which satisfies

(3.9)

{
dXε

t = −ε
2
σ2(Y εt )dt+

√
ε σ(Y εt )dWt, Xε

0 := x0 ∈ R,
dY εt = εb(Y εt )dt+

√
ε σ̃(Y εt )dWt, Y ε0 = y0 > 0.

Let H denote the space of absolutely continuous functions starting at the origin, with

square integrable derivatives, such that

H :=

{
f : [0, T ]→ R with f =

∫
g(s)ds for some g ∈ L2([0, T ]), and inf

t∈[0,T ]
ft ≥

1

α
log

(
1− yβ0

α

βγ

)}
.
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Remark 3.11. When y0 ≥ yσ, the condition

(3.10) inf
t∈[0,T ]

ft ≥
1

α
log

(
1− yβ0

α

βγ

)
is automatically satisfied, as the right-hand side is equal to −∞, and so H is the usual

Cameron-Martin space. When y0 < yσ, (3.10) is needed to ensure that the solution of the

controlled ODE introduced below is positive.

We now state and prove (Appendix C.2) a pathwise large deviations principle for the

log-stock price. With x0 := (x0, y0), introduce the map IX,Y on C([0, T ],R× (0,∞)) by

IX,Y (g) := inf
{

Λ(f), f ∈ H,Sx0(f) = g
}
,

where Λ is the usual rate function driving the large deviations of the Brownian motion:

Λ(f) :=


1

2

∫ T

0

∥∥∥ḟt∥∥∥2

dt, if f ∈ H,

∞, otherwise,

and Sx0(f) on [0, T ] is the solution to the controlled ODE ġt = ḟt (σ(gt), σ̃(gt))
>

, with

σ(x, y) = σ(y) and σ̃(x, y) = σ̃(y), starting from g0 = x0.

Theorem 3.12. The rescaled log-stock price process Xε in (3.9) satisfies a pathwise large

deviations principle on C([0, T ],R) as ε tends to zero with speed ε and rate function

IX(g) := inf
{

IX,Y (h),h := (g, l), l ∈ C([0, T ], (0,∞)), l0 = y0

}
,

The proof of the theorem relies on first obtaining a large deviations principle for the

rescaled process Y ε, which we state below (and defer its proof to Appendix C.1). Similarly

to above, denote Sy2 (f) the solution to the controlled ODE ġt = σ̃(gt)ḟt, with g0 = y0.

Proposition 3.13. The rescaled process Y ε satisfies a pathwise large deviations principle

on C([0, T ], (0,∞)) as ε tends to zero with speed ε and rate function

IY (g) := inf
{

Λ(f), f ∈ H,Sy02 (f) = g
}
.

Large deviations have been used extensively in Mathematical Finance to derive asymp-

totic behaviours of the implied volatility and we refer the reader to the monograph [24] for a

thorough overview. The latter, Σt(k), is the unique non-negative solution to CBS(t, ek,Σt(k)) =

Cobs(t, ek), with Cobs(t, ek) an observed (or computed) Call option price with maturity t and

strike ek, and CBS is the corresponding Call price in the Black-Scholes model. A large de-

viations principle is the first step to understand the short-time behaviour of the process,

and going from there to the corresponding behaviour of the implied volatility (following [15,

Theorem 2.4]) requires a few small steps that we follow in Appendix C.3.

Corollary 3.14. For y0 ∈ D = (yσ,∞), with yσ < 1, out-of-the-money options behave as

limt↓0 t logE
[(
St − ek

)
+

]
= − infy≥k inf{IX(g) : g(1) = y}, if k > 0,

limt↓0 t logE
[(

ek − St
)

+

]
= − infy≤k inf{IX(g) : g(1) = y}, if k < 0.

Corollary 3.15. For y0 ∈ D = (yσ,∞), with yσ < 1, the implied volatility behaves as

lim
t↓0

Σt(k) =


k2

2

(
inf
y≥k

inf{IX(g) : g(1) = y}
)−1

, if k > 0,

k2

2

(
inf
y≤k

inf{IX(g) : g(1) = y}
)−1

, if k < 0.

Appendix A. Proof of Theorem 3.3

The proof below relies on the techniques developed in [34, Chapter 15, Section 6].
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A.1. Proof for the domain D = (yσ,∞).

A.1.1. Left boundary yσ. The classification of the left boundary yσ follows from Lemma A.1.

Introduce, on the domain (0,∞), the process Z := (Y − yσ), satisfying the SDE

dZt = b(Zt)dt+ σ(Zt)dWt, Z0 := y0 − yσ > 0,

with b(z) := b(z+ yσ) and σ(z) := σ̃(z+ yσ), for z > 0. Armed with Lemma A.1, we attack

the boundary classification of the origin for Z, which corresponds to the classification of the

left boundary yσ for the original process Y . The classification for the different cases, namely

yσ > 1, yσ = 1 and yσ < 1 follows from a careful inspection of [34, Table 6.1, Chapter 15]

together with [34, Lemma 6.3, Chapter 15]. Introduce

(A.1)

s(x) := exp

{∫ a

x

2b(y)

σ2(y)
dy

}
, S(0, a] :=

∫ a

0

s(y)dy, S[x, a] :=

∫ a

x

s(y)dy,

M(0, a] :=

∫ a

0

dx

σ2(x)s(x)
, Σ(0) :=

∫ a

0

S(0, x]

σ2(x)s(x)
dx, N(0) :=

∫ a

0

S[x, a]dx

σ2(x)s(x)
,

for a > 0 and x ∈ (0, a]. We then deduce their behaviour.

Lemma A.1. The following hold:

S(0, a] <∞, M(0, a] =∞, Σ(0) <∞, if yσ > 1,

S(0, a] <∞, Σ(0) =∞, if yσ = 1,

S(0, a] =∞, N(0) <∞, if yσ < 1.

Remark A.2. We do not need M(0, a] in the second and third cases because only a few

combinations for boundedness/unboundedness of these quantities are possible. They are

displayed in [34, Table 6.1, page 233]. In particular, in the second line, S(0, a] can be finite

and Σ(0) not if and only if M(0, a] and N(0) are infinite. In the third line N(0) finite implies

M(0, a] finite and S(0, a] infinite implies Σ(0) infinite by [34, Lemma 6.3, page 231]. Similar

arguments motivate the form of the statements in Lemmas A.3-A.4-A.5.

Proof of Lemma A.1. We start with the limiting behaviour of s and its integral, the scale

measure. Since

2b(y)

σ2(y)
=

2(1− yσ − y)

hγ2(y + yσ)1−2β
(

1− (1 + y
yσ

)β
)2 ,

a straightforward Taylor expansion around the origin yields

(A.2)

(
1−

(
1 +

y

yσ

)β)−2

=
y2
σ

β2y2

[
1− χ1

y

yσ
+ χ2

y2

y2
σ

− χ3
y3

y3
σ

+O(y4)

]
,

with

(A.3) χ1 := β − 1, χ2 :=
(5β − 1)(β − 1)

12
, χ3 :=

(β2 − 1)β

12
.

Introduce K :=
2y2β+1
σ (1−yσ)
hβ2γ2 , and Ka

β := − 1
a + χ1 log(a) + χ2a. Using (A.2), we obtain

the asymptotic behaviour, as y approaches zero,

2b(y)

σ2(y)
=
K

y2

(
1 + χ1y + χ2y

2 − χ3y
3 +O

(
y4
))
,
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for some constants χ1, χ2, χ3 depending on χ1, χ2, χ3, the values of which are not important1.

Notice that K < 0, as yσ > 1. Since the expansion is uniform on [x, a], one obtains

s(x) = exp

{
2

∫ a

x

b(y)

σ2(y)
dy

}
= exp

{
K

x
(1− χ1x log x)

}
eKK

a
β exp

{
−χ2Kx+O(x2)

}
= exp

{
K

x
+KKa

β

}
x−Kχ1(1 +O(x)).(A.4)

Since K < 0, s(x) tends to zero as x tends to zero from above, and S(0, a] is finite.

In the case yσ < 1, the expansion (A.4) is still valid, albeit with K > 0. Therefore, s

explodes at the origin and S(0, a] =
∫ a

0
s(y)dy is infinite.

The case yσ = 1 is slightly different and has to be studied separately. First of all, a Taylor

expansion around the origin provides

(A.5)
[
1− (1 + y)

β
]−2

=
1

β2y2

[
1− χ1y + χ2y

2 − χ3y
3 +O

(
y4
)]
,

with χ1, χ2 and χ3 in (A.3). This implies, as y approaches zero,

2b(y)

σ2(y)
= − 2y

hγ2(y + 1)1−2β

1

(1− (1 + y)β)2
= K

(
1

y
+ χ1 + χ2x+ χ3y

2 +O
(
y3
))

,

with K := − 2
hβ2γ2 < 0, and K

a

β := log(a) + χ1a + χ2

2 a
2 + χ3

3 a
3. Since the expansion is

uniform on [x, a], one obtains

(A.6)

s(x) = exp

{
2

∫ a

x

b(y)

σ2(y)
dy

}
= exp

{
K
(
− log(x)− χ1x+O(x2)

)}
exp

{
KK

a

β

}
= exp

{
−K log(x) +KK

a

β

}
(1 +O(x)) = exp

{
KK

a

β

}
x−K(1 +O(x)).

Since K < 0, s(x) tends to zero as x tends to zero and therefore S(0, a] =
∫ a

0
s(x)dx is finite.

Now, for yσ > 1, it is straightforward to see that

M(0, a] =

∫ a

0

dx

s(x)σ2(x)
=

∫ a

0

dx

s(x)σ̃2(x+ yσ)
≥
∫ a

0

dx

σ̃2(x+ yσ)
,

which is clearly infinite, because s is bounded above by 1 on (0, a] and from the asymptotic

behaviour of the integrand around the origin. Indeed, for ε > 0,∫ ε

0

1

σ̃2(x+ yσ)
dx ≥ Kε

γ2

∫ ε

0

(
1−

(
1 +

x

yσ

)β)−2

dx

with Kε := (yσ + ε)−2(1−β) for β ∈ (0, 1), Kε := y
2(β−1)
σ for β > 1 and Kε := 1 for

β = 1. Recalling the Taylor expansion in (A.2), we see that the integrand is not integrable

around zero. We thus conclude about the right behaviour of yσ by noting that the integral

representation of M(0, a] diverges.

We now prove the last statement of the lemma, and start with the case yσ > 1. Us-

ing (A.4), we write the asymptotic behaviour of S(0, x] around the origin by integrating

the asymptotic behaviour of s(·) around zero. Classical asymptotic expansions for inte-

grals [36, Chapter 3.3, pages 62 and 67] (note that the leading contribution arises at the

right boundary of the integration domain) yields, after the change of variable y 7→ zx,

S(0, x] =

∫ x

0

s(y)dy

= eKK
a
βx−Kχ1+1

∫ 1

0

exp

{
K

zx

}
z−Kχ1dz = eKK

a
βx−Kχ1+1 exp

{
K

x

}(
− x

K
+O(x2)

)
,

1In the following the symbols χ1, χ2, χ3 will refer to different quantities whose specific values are not

important for the convergence of the quantities we are interested in.
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as x tends to zero. Combining this with (A.2) and (A.4), we obtain

S(0, x]

s(x)σ2(x)
=

y2β
σ

β2γ2
x
(
− x

K
+O(x2)

) 1

x2
(1 +O(x)) = − y2β

σ

Kβ2γ2
(1 +O(x)) ,

which is integrable on (0, a] and concludes the proof, using the fact that

Σ(0) =

∫ a

0

S(0, x]

s(x)σ2(x)
dx <∞.

When yσ = 1, using (A.6), we can write the asymptotic behaviour of S(0, ·] around the origin

by integrating that of s(·) around zero. This yields, after the change of variable y 7→ zx,

S(0, x] =

∫ x

0

s(y)dy = eKK
a

βx−K+1

∫ 1

0

z−Kdz =
eKK

a

β

1−K
x−K+1 (1 +O(x)) ,

as x tends to zero. Exploiting this together with (A.5) and (A.6), we obtain

S(0, x]

s(x)σ2(x)
=

1

β2γ2(1−K)

1

x
(1 +O(x)) ,

which is not integrable on (0, a] and thus

Σ(0) =

∫ a

0

S(0, x]

s(x)σ2(x)
dx =∞.

When yσ < 1, we look at N(0) =
∫ a

0
S[x,a]

σ2(x)s(x)
dx. Since both S[a, ·] and s(·)σ2(·) diverge

to infinity at the origin, we study the behaviour of the integrand around zero. For δ > 0

such that x < δ < a and x > 0, S[x, a] =
∫ a
x
s(y)dy =

∫ δ
x
s(y)dy +

∫ a
δ
s(y)dy. The second

integral exists since s is continuous on compacts in R+. Regarding the first one, classical

asymptotic expansions for integrals and (A.4), yield, after the change of variable y 7→ zx,∫ δ

x

s(y)dy = eKK
a
βx1−Kχ1

∫ δ/x

1

exp

{
K

xz

}
z−Kχ1dz = eKK

a
βx1−Kχ1e

K
x

( x
K

+O(x2)
)
,

and the asymptotic behaviour of the integrand around the origin becomes

S[x, a]

s(x)σ2(x)
=

y2β
σ

β2γ2

(
x2

K
+O(x3)

)
1

x2
(1 +O(x)) =

y2β
σ

β2γ2K
(1 +O(x)),

which is integrable at the origin, and the claim is proved. �

A.1.2. Right boundary ∞. To end the classification for the first domain we are left with the

behaviour at∞, for which we exploit Lemma A.3 and [34, Table 6.1, Chapter 15]. First, for

y > yσ, let s(y) = exp
{
−
∫ y
a

2b(x)
σ̃2(x)dx

}
, with a > yσ fixed and recall the definitions

S[a,∞) =

∫ ∞
a

s(x)dx, M [a,∞) =

∫ ∞
a

dx

σ̃2(x)s(x)
, N(∞) =

∫ ∞
a

S[a, x]

σ̃2(x)s(x)
dx.

Lemma A.3. The following hold:

S[a,∞) =∞, M [a,∞) <∞, N(∞) <∞.

Proof. As y tends to infinity, 2b(y)
σ̃2(y) = 2(1−y)

hs (−αβ + γy−β)−2 ∼ − 2
h (βα )2, and therefore,

(A.7) −
∫ x

a

2b(y)

σ̃2(y)
dy ∼ 2

h

(
β

α

)2

x, as x ↑ ∞.

Then, S[a,∞) =
∫∞
a

exp{−
∫ x
a

2b(y)
σ̃2(y)dy}dx ∼

∫∞
a

exp{ 2
h (βα )2x}dx is infinite. Now M [a,∞)

is finite since 1
σ̃2(x)s(x) ∼

exp
(
− 2
h ( βα )

2
x
)

x2(− βα+γx−β)
as x ↑ ∞, which is integrable. Finally, S[a, x] ∼

[ 2
h (βα )2]−1 exp{ 2

h (βα )2x} as x ↑ ∞, and so S[a,x]
σ̃2(x)s(x) ∼

α3h
2β3

1
x2 , which is integrable at infinity

and N(∞) is finite. �
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A.2. Proof for the domain D = (0, yσ).

A.2.1. Left boundary 0. Consider s̃(x) = exp
{∫ ã

x
2b(ξ)
σ̃2(ξ)dξ

}
for yσ > ã > 0, x ∈ (0, ã], and

S̃(0, ã] :=

∫ ã

0

s̃(y)dy, M̃(0, ã] :=

∫ ã

0

dx

σ̃2(x)s̃(x)
, Σ̃(0) :=

∫ ã

0

S̃(0, x]

σ̃2(x)s(x)
dx.

The following lemma, together with [34, Table 6.1, Chapter 15], helps for the left boundary 0:

Lemma A.4. For any ã ∈ (0, yσ),

S̃(0, ã] <∞, M̃(0, ã] <∞, Σ̃(0) <∞, if β <
1

2
,

S̃(0, ã] <∞, M̃(0, ã] =∞, Σ̃(0) <∞, if β ≥ 1

2
.

Proof of Lemma A.4. We start by showing that S̃(0, ã] is always finite. The only possible

issue for integrability is at zero, so we expand the integrand in a neighborhood of the origin:

2b(s)

σ̃2(s)
=

2(1− s)
hγ2s1−2β

[
1− α

βγ
sβ
]−2

=
2s2β−1

hγ2

[
1 +

2α

βγ
sβ + 3

(
α

βγ

)2

s2β +O(s3β)

]
.

Since the expansion is uniform on (0, ã),

−
∫ x

ã

2b(s)

σ̃2(s)
ds = − 2

βhγ2

(
x2β

2
+

2α

3βγ
x3β +

3α2

4β2γ2
x4β +O(x5β) +K

a

β

)
,

with K
a

β := − ã
2β

2 −
2α
3βγ ã

3β − 3α2

4β2γ2 ã
4β , we obtain

s̃(x) = exp

{
−
∫ x

ã

2b(s)

σ̃2(s)
ds

}
= exp

−x2β +O(x3β)

βhγ2
−

2K
a

β

βhγ2

 = exp

{
− 2

βhγ2
K
a

β

}(
1 +O

(
x2β
))
,

and so S̃(0, ã] is always finite.

Now, around zero we have the Taylor expansions

s̃(x) = exp

− 2K
a

β

βhγ2

(1 +O
(
x2β
))
,

σ̃2(x) =
1

γ2x2−2β

(
1− α

βγ
xβ
)2

=
1

γ2x2−2β

(
1 + 2

α

βγ
xβ + 3

α2

β2γ2
x2β +O(x3β)

)(A.8)

and so (σ̃2(x)s̃(x))−1 = exp{− 2
βhγ2K

a

β} 1
γ2x2−2β (1 + 2 α

βγx
β + O(x2β)), which is integrable

around zero, and so M̃(0, ã] finite, if and only if β > 1
2 .

Finally, we easily compute a Taylor expansion for S̃(0, x] around the origin by integration:

S̃(0, x] = exp

{
− 2

βhγ2
K
a

β

}
x
(
1 +O

(
x2β
))
,

hence using (A.8), the Taylor expansion around the origin for the integrand in Σ̃(0) reads

S̃(0, x]

σ̃2(x)s̃(x)
=

1 +O(xβ)

γ2x1−2β
.

Since this is integrable around the origin if and only if β > 0, Σ̃(0) is finite for all β > 0. �
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A.2.2. Right boundary yσ. The strategy to prove the third table in the theorem is similar

to the first case, albeit with different computations. Introduce Ẑ := yσ − Y , which satisfies

dẐt = b̂(Zt)dt+ σ̂(Ẑt)dWt, Ẑ0 := yσ − y0 > 0,

as well as the maps b̂(x) := −b(yσ−x) and σ̂(x) := −σ̃(yσ−x) for x > 0. With Lemma A.5,

we obtain the boundary classification of the origin as left boundary for Ẑ on the domain

D = (0, yσ) corresponding to the right boundary classification of yσ for Y on the same

domain. All the cases yσ < 1, yσ = 1 and yσ > 1 follow [34, Table 6.1, Chapter 15] and the

following lemma. Introduce, for yσ > â > 0 and x ∈ (0, â],

ŝ(x) := exp

{∫ â

x

2b̂(y)

σ̂2(y)
dy

}
, Ŝ(0, â] :=

∫ â

0

ŝ(y)dy, M̂(0, â] :=

∫ â

0

dx

σ̂2(x)ŝ(x)
,

N̂(0) :=

∫ â

0

Ŝ[x, â]

σ̂2(x)ŝ(x)
dx, Σ̂(0) :=

∫ â

0

Ŝ(0, x]

σ̂2(x)ŝ(x)
dx, S[x, â] :=

∫ â

x

ŝ(y)dy.

Lemma A.5. The following hold:

Ŝ(0, â] =∞, N̂(0) <∞, if yσ > 1,

Ŝ(0, â] <∞, Σ̂(0) =∞, if yσ = 1,

Ŝ(0, â] <∞, M̂(0, â] =∞, Σ̂(0) <∞, if yσ < 1.

Proof of Lemma A.5. A straightforward Taylor expansion around the origin yields

(A.9)

{
1−

(
1− y

yσ

)β}−2

=
y2
σ

β2y2

{
1 + χ1

y

yσ
+ χ2

y2

y2
σ

+ χ3
y3

y3
σ

+O(x4)

}
,

with χ1, χ2 and χ3 defined in (A.3). We start with the behaviour of the function ŝ and its

integrated version. Consider first the case yσ > 1. We split the range of possibilities into

two possible intervals for â:

(i) If â < yσ − 1, then yσ − x ≥ yσ − â > 1 and b is negative on [yσ − â, yσ − x]. Then,

for x ∈ (0, â],∫ â

x

b̂(y)

σ̂2(y)
dy =

∫ â

x

−b(yσ − y)

σ̃2(yσ − y)
dy = −

∫ â

x

b(yσ − y)dy

(yσ − y)2(1−β)γ2
(

1− (1− y
yσ

)β
)2

=
1

h

∫ â

x

(yσ − y)2β−1(yσ − y − 1)

γ2
(

1− (1− y
yσ

)β
)2 dy

≥ (yσ − â)
2β−1

(yσ − â− 1)

γ2h

∫ â

x

(
1−

(
1− y

yσ

)β)−2

dy,

as miny∈[x,â]

[
(yσ − y)2β−1(yσ − y − 1)

]
= (yσ − â)

2β−1
(yσ − â− 1) > 0. Indeed

the map y 7→ y2β−1(y − 1) is increasing on [yσ − â, yσ − x] because yσ − â > 1.

Noting that (A.9) is uniform on [x, â], we obtain, as x approaches zero

exp

2 (yσ − â)
2β−1

(yσ − â− 1)

γ2h

∫ â

x

dy(
1− (1− y

yσ
)β
)2


= exp

(
K̂

x

)
eK̂

˜̂
K
â

βx−
χ1K̂
yσ (1 +O(x)),

with K̂ :=
2(yσ−â)2β−1(yσ−â−1)y2σ

hβ2γ2 > 0 and
˜̂
K
â

β := − 1
â + χ1

yσ
log(â)+ χ2

y2σ
â, and therefore

limx↓0 ŝ(x) =∞ and Ŝ(0, â] =
∫ â

0
ŝ(x)dx =∞.
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(ii) If yσ − 1 ≤ â < yσ, then for x ∈ (0, â],∫ â

x

b̂(y)

σ̂2(y)
dy =

∫ yσ−1

x

b̂(y)

σ̂2(y)
dy +

∫ â

yσ−1

b̂(y)

σ̂2(y)
dy.

Similarly to (i), one can prove that limx↓0
∫ yσ−1

x
b̂(y)
σ̂2(y)dy =∞. Then, on (yσ−1, â],

σ̂ is not null and is continuous, thus bounded; similarly, b̂ is negative and continuous,

hence bounded on (yσ − 1, â]. Therefore
∫ â
yσ−1

b̂(y)
σ̂2(y)dy <∞, for x ∈ (0, â], and

lim
x↓0

ŝ(x) = exp

{∫ â

yσ−1

b̂(y)

σ̂2(y)
dy

}
exp

{∫ yσ−1

x

b̂(y)

σ̂2(y)
dy

}
=∞.

Let us now describe the case yσ = 1. Using the Taylor expansion around zero

(A.10)
[
1− (1− y)

β
]−2

=
1

β2y2

[
1 + χ1y + χ2y

2 + χ3y
3 +O(y4)

]
,

with χ1, χ2 and χ3 as in (A.3), we have, as y approaches zero,

2b̂(y)

σ̂2(y)
=
K

y

(
1 + χ1y + χ2y

2 + χ3y
3 +O(y4)

)
,

with K = − 2
hβ2γ2 < 0 and

̂̂
K
â

β := log(â) + χ1â+ χ2

2 â
2 + χ3

3 â
3. Since the expansion is again

uniform on [x, â], we obtain

ŝ(x) = exp

{
2

∫ â

x

b̂(y)

σ̂2(y)
dy

}
= exp

{
K (− log(x)− χ1x+ o(x))

}
exp

{
K
̂̂
K
â

β

}
,

= exp

{
K
̂̂
K
â

β

}
x−K(1 +O(x)).(A.11)

Since K < 0, we easily deduce that limx↓0 ŝ(x) = 0, and Ŝ(0, â] =
∫ â

0
ŝ(x)dx is finite.

Consider now the case yσ < 1. Using (A.9), we have, as y approaches zero,

2b̂(y)

σ̂2(y)
= −K

y2

(
1 + χ1y + χ2y

2 + χ3y
3 +O(y4)

)
,

with K =
2y2β+1
σ (1−yσ)
hβ2γ2 > 0, as yσ < 1. Since the expansion is uniform on [x, â], we obtain

ŝ(x) = exp

{
2

∫ â

x

b̂(y)

σ̂2(y)
dy

}
= exp

{
−K
x

[1− χ1x log x]

}
exp

{
−KK̂ â

β + χ2Kx+O(x2)
}
,

= exp

{
−K
x
−KK̂ â

β

}
xKχ1(1 +O(x)),(A.12)

where K̂ â
β = − 1

â +χ1 log(â) +χ1â. Since K > 0, we easily deduce that limx↓0 ŝ(x) = 0, and

Ŝ(0, â] =
∫ â

0
ŝ(x)dx is finite.

The middle statement (when yσ < 1) in the lemma is straightforward. When x ∈ (0, â],∫ â
x

b̂(y)
σ̂2(y)dy = −

∫ yσ−x
yσ−â

b(y)
σ̃2(y)dy. Since 0 < yσ− â < yσ−x < 1, b is positive on [yσ− â, yσ−x]

and the above integral is therefore negative. Hence, ŝ is bounded by 1 on (0, â], and

M̂(0, â] =

∫ â

0

1

ŝ(x)σ̂2(x)
dx ≥

∫ â

0

dx

σ̃2(yσ − x)
=∞,

using (A.9), which concludes the proof.

The final integrals in the lemma are delicate. We start with the case yσ < 1. Using (A.12),

we obtain the asymptotic behaviour of Ŝ(0, ·] around zero by integrating that of ŝ(·) around 0.
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Classical asymptotic expansions for integrals (note that the leading contribution arises at

the right boundary of the integration domain) yield, after the change of variable y 7→ xz,

(A.13)

Ŝ(0, x] =

∫ x

0

ŝ(y)dy = e−KK̂
â
βx1+Kχ1

∫ 1

0

exp

{
−K
xz

}
zKχ1dz,

= e−KK̂
â
βx1+Kχ1 exp

{
−K
x

}( x
K

+O(x2)
)
, as x ↓ 0.

Therefore, combining (A.9), (A.12) and (A.13), we obtain

Ŝ(0, x]

ŝ(x)σ̂2(x)
= x

(
1

K
x+O(x2)

)
y2β
σ

β2γ2

1

x2
(1 +O(x)) =

y2β
σ

β2γ2K
(1 +O(x)),

which is integrable on (0, a] and concludes the proof.

In the case yσ = 1, exploiting (A.11), we obtain the asymptotic behaviour of Ŝ(0, ·] around

zero by integrating that of ŝ(·) around 0. Indeed, after the change of variable y 7→ xz,

(A.14) Ŝ(0, x] =

∫ x

0

ŝ(y)dy =

exp

{
K
̂̂
K
â

β

}
xK−1

∫ 1

0

z−Kdz = exp

{
K
̂̂
K
â

β

}
x1−K(1 +O(x)),

as x tends to zero. Then, exploiting (A.10), (A.11) and (A.14), we obtain

Ŝ(0, x]

ŝ(x)σ̂2(x)
=

1

β2γ2

1

x
(1 +O(x)) ,

which is not integrable on (0, â] and thus Σ̂(0) =∞.

Finally, we move to the case yσ > 1. Since limx↓0 Ŝ[x, â] =∞ and limx↓0 ŝ(x)σ̂2(x) =∞,

one needs to study the behaviour of the integrand around zero to conclude. For δ > 0 such

that x < δ < â and x > 0,
∫ â
x
ŝ(y)dy =

∫ δ
x
ŝ(y)dy+

∫ â
δ
ŝ(y)dy. Note that the second integral

is convergent as the integral of a continuous function over a closed interval of R.

Classical asymptotic expansions for integrals [36, Chapter 3.3] and (A.12), yield, after

mapping y 7→ zx,

∫ δ

x

ŝ(y)dy = e−KK̂
â
βx1+Kχ1

∫ δ/x

1

exp

{
−K
xz

}
zKχ1dz = e−KK̂

â
βx1+Kχ1e−

K
x

(
− x

K
+O(x2)

)
,

and the asymptotic behaviour of the integrand around the origin is given by

Ŝ[x, â]

ŝ(x)σ̂2(x)
= − y2β

σ

β2γ2

(
x2

K
+O(x3)

)
1 +O(x)

x2
= − y2β

σ

β2γ2K
(1 +O(x)),

which is integrable at the origin, and concludes the proof since N̂(0) is therefore finite. �

Appendix B. Ergodicity proofs

B.1. Proof of Theorem 3.5. This study is based on [39, Theorem 1.1, Chapter 5.1].

Since σ̃ is null at yσ (and possibly at zero), we consider separately the two domains D1 :=

(0, yσ) and D2 := (yσ,∞) so that Assumption A iii) in the aforementioned theorem is

satisfied. We start with y0 ∈ D2 = (yσ,∞). We have to check the finiteness of

A :=

∫ y0

yσ

exp

{
−
∫ y

y0

2b(s)

σ̃2(s)
ds

}
dy and B :=

∫ ∞
y0

exp

{
−
∫ y

y0

2b(s)

σ̃2(s)
ds

}
dy.

Starting with A, the changes of variables y → x+ yσ and s→ v + yσ yield

A =

∫ y0−yσ

0

exp

{∫ y0−yσ

x

2b(v + yσ)

σ̃2(v + yσ)
dv

}
dx =

∫ y0−yσ

0

exp

{∫ y0−yσ

x

2b(v)

σ2(v)
dv

}
dx,
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with b(v) := b(v + yσ) and σ(v) := σ̃(v + yσ), v ≥ 0. Notice that A =
∫ a

0
s(x)dx, with s as

in (A.1) and a := y0 − yσ ≥ 0. Thus, exploiting the proof of Lemma A.1, A is finite if and

only if yσ ≥ 1. Regarding B, we need to study the integrand at infinity. Since, as s ↑ ∞,

2b(s)

σ̃2(s)
=

2(1− s)

hs
(
−αβ + γs−β

)2 ∼ −
2

h

(
β

α

)2

,

then
∫ y
y0

2b(s)
σ̃2(s)ds ∼ − 2β2

hα2 y, as y ↑ ∞, so B is infinite, concluding the y0 ∈ D2 discussion.

Consider now the domain D1 = (0, yσ). We have to check the finiteness of

C :=

∫ y0

0

exp

{
−
∫ y

y0

2b(s)

σ̃2(s)
ds

}
dy, and D :=

∫ yσ

y0

exp

{
−
∫ y

y0

2b(s)

σ̃2(s)
ds

}
dy.

For C, the only possible issue for integrability is at zero, so we expand the integrand there:

2b(s)

σ̃2(s)
=

2(1− s)
hγ2s1−2β

(
1− α

βγ
sβ
)−2

=
2s2β−1

hγ2

[
1 +

2α

βγ
sβ + 3

(
α

βγ

)2

s2β +O
(
s3β
)]
.

Since the expansion is uniform on (0, y0),∫ x

y0

2b(s)

σ̃2(s)
ds =

2

βhγ2

(
x2β

2
+

2α

3βγ
x3β +

3α2

4β2γ2
x4β + o

(
x4β
)

+ K̃y0
β

)
,

with K̃y0
β := −y

2β
0

2 −
2α
3βγ y

3β
0 − 3α2

4β2γ2 y
4β
0 . We then obtain

exp

{
−
∫ x

y0

2b(s)

σ̃2(s)
ds

}
= exp

{
−
x2β + o

(
x2β
)

βhγ2
−

2K̃y0
β

βhγ2

}
= exp

{
−

2K̃y0
β

βhγ2

}(
1 + o

(
x2β
))
,

and so C is always finite. Finally, regarding D, the following sequence of change of variables,

as x ↓ yσ − y and s ↓ yσ − v, yields

D =

∫ yσ

y0

exp

{
−
∫ x

y0

2b(s)

σ̃2(s)
ds

}
dx =

∫ yσ−y0

0

exp

{
−
∫ yσ−y0

y

2b(yσ − v)

σ̃2(yσ − v)
dv

}
dy

=

∫ yσ−y0

0

exp

{∫ yσ−y0

y

2b̂(v)

σ̂2(yσ − v)
dv

}
dy,

with b̂(v) = −b(yσ − v) and σ̂(v) = −σ̃(yσ − v), for v ∈ (0, yσ). Now, notice that D =∫ a
0
ŝ(x)dx, with ŝ defined in (A.1) and a = yσ−y0. Thus, exploiting the proof of Lemma A.5,

the integral D is finite if and only if yσ ≤ 1, and the theorem follows.

B.2. Proof of Proposition 3.7. Pursuing the analysis in [34, page 242], we can prove that

SΠ(yσ, x] :=

∫ x

yσ

s(ξ)dξ =∞, SΠ[x,∞) :=

∫ ∞
x

s(ξ)dξ =∞,

MΠ(yσ, x] :=

∫ x

yσ

dξ

σ̃2(ξ)s(ξ)
<∞, MΠ[x,∞) :=

∫ ∞
x

dξ

σ̃2(ξ)s(ξ)
<∞,

where s(ξ) := exp
{
−
∫ ξ
a

2b(η)
σ̃2(η)dη

}
, with a > yσ fixed. Thus, the stationary probability

measure is given by (3.3). Let us start by showing that SΠ(yσ, x] and SΠ[x,∞) are infinite.

Exploiting the computations in the proof of Theorem 3.5, for the case yσ < 1 and D =

(yσ,∞), we obtain the unboundedness of

SΠ(yσ, x] =

∫ x

yσ

s(ξ)dξ =

∫ x−yσ

0

exp

{
−
∫ x−yσ

y

2b(η + yσ)

σ̃2(η + yσ)
dη

}
dy =

∫ x−yσ

0

s(y)dy,

and

SΠ[x,∞) =

∫ ∞
x

s(ξ)dξ =

∫ ∞
x

exp

{
− 2

h

∫ ξ

x

(1− η)dη

η(−αβ + γη−β)

}
dy ∼

∫ ∞
x

exp

{
2

h

∫ ξ

x

β

α
ηdη

}
dy.
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We are only left to prove that MΠ(yσ, x] and MΠ[x,∞) are finite. Exploiting the changes

of variables ξ = v + yσ and η = z + yσ, MΠ(yσ, x] can be rewritten as

MΠ(yσ, x] =

∫ x

yσ

dξ

σ̃2(ξ)s(ξ)
=

∫ x

yσ

1

σ̃2(ξ)
exp

{∫ ξ

x

2b(η)

σ̃2(η)
dη

}
dξ

=

∫ x−yσ

0

1

σ̃2(v + yσ)
exp

{∫ v

x−yσ

2b(z + yσ)

σ̃2(z + yσ)
dz

}
dv

=

∫ x−yσ

0

dv

σ̃2(v + yσ)s(v)
=

∫ x−yσ

0

dv

σ2(v)s(v)
= M(0, x− yσ].

Then, in a neighborhood of zero we have

1

σ2(v)s(v)
=

y2β
σ

β2γ2
e−KK

x−yσ
β exp

{
−K
v

}
vKχ1−2(1 +O(v)),

which is integrable around zero since K > 0 and thus MΠ(yσ, x] is finite.

To conclude we have to study the finiteness of MΠ[x,∞), which means that we have to

check the integrability of 1
σ̃2(ξ)s(ξ) at infinity. Since

1

σ̃2(ξ)s(ξ)
=

1

σ̃2(ξ)
exp

{∫ ξ

x

2b(η)

σ̃2(η)
dη

}
∼ ξ2β−2

γ
exp

{∫ ξ

x

− 2

h
(1 +O(η))dη

}
∼ ξ2β−2

γ
e−

2
h ξ

is integrable at infinity, the result follows.

B.3. Proof of Proposition 3.8. The aim is to approximate the price of an option with

smooth payoff h as P ε ≈ Qε := P0 +
√
εP1, that is P ε = Qε +O(ε). We show that both P0

and P1 in fact do not depend on y and provide a precise estimate for the error term. A

Taylor expansion of P ε around ε = 0 gives

P ε = P0 +
√
εP1 + εQ2 + ε3/2Q3 +O

(
ε3/2

)
= Qε + εQ2 + ε3/2Q3 +O

(
ε3/2

)
.

The pricing PDE (3.6) then reads

0 =

(
1

ε
LY +

1√
ε
L1 + Lσ(y)

BS

)
P ε

=

(
1

ε
LY +

1√
ε
L1 + Lσ(y)

BS

)(
P0 +

√
εP1 + εQ2 + ε3/2Q3 +O

(
ε3/2

))
=
LY P0

ε
+
LY P1 + L1P0√

ε
+
[
LYQ2 + L1P1 + Lσ(y)

BS P0

]
+
√
ε
[
LYQ3 + L1Q2 + Lσ(y)

BS P1

]
+O(ε).

Since this should be null for all (small) ε, each term should be equal to zero. More specifically,

a. LY P0 = 0. Since LY has no x-derivative, P0(t, x, y) = P0(t, x) with P0(T, x) = h(x);

b. LY P1+L1P0 = 0 = LY P1 using a.. Similarly P1(t, x, y) = P1(t, x) with P1(T, x) = 0;

c. 0 = LYQ2+L1P1+Lσ(y)
BS P0 = LYQ2+Lσ(y)

BS P0. This is a Poisson equation associated

to LY and requires a suitable solvability condition: Similarly to [22], the Fredholm

alternative2 imposes the condition

0 = 〈LσBSP0,Π〉 =

∫ ∞
yσ

(LσBSP0) Π(dy) =

∫ ∞
yσ

[
∂t +

σ2(y)

2
Dx
]
P0(t, x)Π(dy)

=

[
∂t +

1

2

∫ ∞
yσ

σ2(y)Π(dy)

]
DxP0(t, x),

where Π is the unique stationary distribution of Y on D = (yσ,∞) from Proposi-

tion 3.7, and with the operator Dx := ∂2
x − ∂x.

2As far as we know, there is no general Fredholm alternative for hypoelliptic operators. Numerical tests

seem to clearly indicate the presence of a spectral gap in our case, which would be enough, but we leave this

very lengthy and detailed analysis to further research.
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This last computation in particular reveals that

〈LσBS,Π〉 = Lκ
BS,

so that P0 in fact satisfies Lκ
BSP0(t, x) = 0, with boundary condition P0(T, x) = h(x), so

that P0 corresponds to the Black-Scholes option price with payoff h and variance κ2 :=

〈σ2,Π〉 =
∫∞
yσ
σ2(y)Π(dy), as given in the proposition.

Remark B.1. The variance κ2 is clearly finite: using the asymptotic computations in the

previous section, as y ↑ ∞, the integrand behaves as exp{− 2
h (αβ )2y}y−2 which is integrable at

infinity (A.7). When y ↓ yσ it behaves as exp{− K
(y−yσ)−KK

α
β }(y−yσ)−χ1−2(1+O(y−yσ)),

also integrable since K > 0 (A.4).

Observe now from c. above that

(B.1) Q2 = −L−1
Y

(
L1P1 + Lσ(y)

BS P0

)
= −L−1

Y

(
Lσ(y)

BS P0

)
= −L−1

Y

(
Lσ(y)

BS − L
κ
BS

)
P0.

Note that we do not formally need to invert LY , but it makes the notations below clearer.

d. Regarding the
√
ε term, LYQ3 + L1Q2 + Lσ(y)

BS P1 = 0. This is again a Poisson

equation with solvability condition (using (B.1))

(B.2) Lκ
BSP1 = 〈LσBS,Π〉P1 = −〈L1Q2,Π〉 =

〈
L1L−1

Y (LσBS − Lκ
BS) ,Π

〉
P0.

Combining this with the terminal condition on P1 obtained in b., we obtain{
Lκ

BSP1(t, x) =
〈
L1L−1

Y (LσBS − Lκ
BS) ,Π

〉
P0,

P1(T, x) = 0,

so that P1 is the solution of a Black-Scholes system with variance κ2 and source〈
L1L−1

Y (LσBS − Lκ
BS) ,Π

〉
P0 =

1

2

〈
L1L−1

Y

(
σ2 − κ2

)
,Π
〉
DxP0.

Setting ψ to be the solution to LY ψ(y) = σ2(y)− κ2 in (3.8), we obtain〈
L1L−1

Y (LσBS − Lκ
BS) ,Π

〉
P0 =

1

2
〈L1ψ(·),Π〉DxP0 =

1

2
〈$,Π〉 ∂xDxP0,

by definition of L1 in (3.4) and of $ in (3.7). The last term on the right-hand side is

well defined provided that (3.8) admits a unique solution such that 〈$,Π〉 is finite. The

existence of such a unique (up to some positive constant) solution is ensured by the validity

of the corresponding solvability condition, consequence of κ2 being finite (as proved in

Remark B.1). A similar argument shows that 〈$,Π〉 is also finite once we prove polynomial

growth at infinity and the boundedness of ψ around yσ. Indeed, in that case, for y ↑ ∞,

the integrand behaves like exp{− 2
h (αβ )2y}y−1ψ′(y) ∼ exp{− 2

h (αβ )2y}(1 + yn−1), which is

integrable. As y ↓ yσ, we have exp{− K
(y−yσ) −KK

α
β }(y − yσ)−Kχ1−1ψ′(y)(1 +O(y − yσ)),

which is integrable since K > 0. We thus conclude that

(B.3)
√
εP1(t, x) = −(T − t)Ωε∂xDxP0(t, x),

with Ωε :=
√
ε

2 〈$,Π〉. This implies P1(T, x) = 0 and, since 〈LσBS,Π〉P0 = Lκ
BSP0 = 0,

Lκ
BSP1 =

1√
ε
Lκ

BS

(
− (T − t)Ωε∂xDxP0

)
=

Ωε∂xDxP0 − (T − t)Ωε∂xDxLκ
BSP0√

ε
=

Ωε√
ε
∂xDxP0 =

〈
L1L−1

Y (LσBS − Lκ
BS) ,Π

〉
P0,

which corresponds precisely to (B.2).

We now move on to the proof of the error term, assuming a smooth payoff h. With

Lε := 1
εLY + 1√

ε
L1 + Lσ(y)

BS and

Zε := εQ2 + ε
√
εQ3 − (P ε −Qε) = εQ2 + ε

√
εQ3 −

[
P ε −

(
P0 + P1

√
ε
)]
,
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the pricing PDE (3.6) now yields

LεZε = Lε
(
εQ2 + ε

√
εQ3 −

[
P ε −

(
P0 + P1

√
ε
)])

= Lε
(
P0 + P1

√
ε+ εQ2 + ε

√
εQ3 − P ε

)
=
LY P0

ε
+
LY P1 + L1P0√

ε
+
(
LYQ2 + L1P1 + Lσ(y)

BS P0

)
+
√
ε
(
LYQ3 + L1Q2 + Lσ(y)

BS P1

)
+ ε

(
L1Q3 + Lσ(y)

BS Q2

)
+ ε
√
εLσ(y)

BS Q3 − LεP ε

= ε
(
L1Q3 + Lσ(y)

BS Q2 +
√
εLσ(y)

BS Q3

)
.

Setting

(B.4)

{
Fε(t, x, y) := L1Q3 + Lσ(y)

BS Q2 +
√
εLσ(y)

BS Q3

Gε(x, y) := Q2(T, x, y) +
√
εQ3(T, x, y),

we write a parabolic PDE associated to Zε:

(B.5) LεZε = εFε, with boundary condition Zε(T, x, y) = εGε(x, y).

The first is a consequence of the identities above, while the second follows from

Zε(T, x, y) = εQ2(T, x, y) + ε
√
εQ3(T, x, y)− [P ε(T, x, y)− (P0(T, x, y) + P1(T, x, y)

√
ε)]

= εQ2(T, x, y) + ε
√
εQ3(T, x, y)− [h(x)− (h(x) + 0)]

= εQ2(T, x, y) + ε
√
εQ3(T, x, y) = εGε(x, y)

We now investigate the form of Q2, Q3. From the third identity in (B.1), Q2 = − 1
2ψ(y)DxP0,

where ψ is the solution to (3.8), which implies (recall that P0 does not depend on y)

LYQ2 = −1

2
LY [ψ(y)DxP0] = −σ

2(y)− κ2

2
DxP0 = −

(
Lσ(y)

BS − L
κ
BS

)
P0 = −Lσ(y)

BS P0

The core idea here is to rewrite Fε and Gε to obtain the order of convergence of the first-

order price approximation Qε. In the following computations, P0 has smooth derivatives

since the payoff h is smooth by assumption. The identity

(B.6) Lσ(y)
BS = ∂t +

σ2(y)

2
Dx = Lκ

BS +
σ2(y)− κ2

2
Dx

holds, yielding an explicit expression for the second term on the right-hand side of (B.4):

Lσ(y)
BS Q2 =

(
Lκ

BS +
σ2(y)− κ2

2
Dx
)(
−ψ(y)

2
DxP0

)
= −ψ(y)

2

(
Lκ

BSDxP0 +
σ2(y)− κ2

2
D2
xP0

)
= −σ

2(y)− κ2

4
ψ(y)D2

xP0,(B.7)

since these differential operators commute. Now, Q3 is solution to the Poisson equation

LYQ3 = −
(
L1Q2 + Lσ(y)

BS P1

)
, and the validity of the centering condition for the Poisson

equation is guaranteed by the choice of P1. Equivalently,

Q3 = −L−1
Y

(
L1Q2 + Lσ(y)

BS P1

)
= −L−1

Y

(
L1Q2 + Lσ(y)

BS P1 − 〈L1Q2 + LσBSP1,Π〉
)

= −L−1
Y

(
L1Q2 − 〈L1Q2,Π〉+

(
Lσ(y)

BS − L
κ
BS

)
P1

)
.(B.8)

We make the terms on the right more explicit

L1Q2 = −
(
yσ2(y)∂xy

)(ψ(y)

2
DxP0

)
= −yσ

2(y)

2
∂x

(
ψ′(y)DxP0 + ψ(y)Dx∂yP0

)
= −$(y)

2
∂xDxP0.(B.9)

Now, let ϑ be the solution to the Poisson equation

(B.10) LY ϑ = $(y)− 〈$,Π〉 ,
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and plug (B.6) and (B.9) into (B.8) to obtain

Q3 = −L−1
Y

(
−$(y)

2
∂xDxP0 +

〈$,Π〉
2

∂xDxP0 +
σ2(y)− κ2

2
DxP1

)
(B.11)

=
1

2
L−1
Y

[(
$(y)− 〈$,Π〉

)
∂xDxP0 −

(
σ2(y)− κ2

)
DxP1

]
=

1

2
L−1
Y

(
LY ϑ∂xDxP0 − LY ψDxP1

)
=

1

2

(
ϑ∂xDxP0 − ψDxP1

)
.

Exploiting the definition of L1, we obtain the first term in the expansion for Fε:

(B.12) L1Q3 =
yσ2(y)

2
∂xy

(
ϑ∂xDxP0 − ψDxP1

)
=
yσ2(y)

2

(
ϑ′(y)∂2

xDxP0 − ψ′(y)∂xDxP1

)
.

Finally, exploiting (B.6)-(B.11), together with (B.3), we write

Lσ(y)
BS Q3 =

1

2

(
Lκ

BS +
σ2(y)− κ2

2
Dx
)

(ϑ∂xDxP0 − ψDxP1)

= −ψ(y)

2
Ω̃∂xD2

xP0 +
σ2(y)− κ2

4
ϑ(y)∂xD2

xP0 −
σ2(y)− κ2

4
ψ(y)D2

xP1,(B.13)

where Ω̃ := 1√
ε
Ωε = 1

2 〈$,Π〉.
Placing (B.12)-(B.7)-(B.13) in (B.4), we then obtain

Fε(t, x, y) = L1Q3 + Lσ(y)
BS Q2 +

√
εLσ(y)

BS Q3

=
yσ2(y)

2

(
ϑ′(y)∂2

xDxP0 − ψ′(y)∂xDxP1

)
− σ2(y)− κ2

4
ψ(y)D2

xP0

+
√
ε

[
−ψ(y)

2
Ω̃∂xD2

xP0 +
σ2(y)− κ2

4
ϑ(y)∂xD2

xP0 −
σ2(y)− κ2

4
ψ(y)D2

xP1

]
=
yσ2(y)

2
ϑ′(y)

(
∂4
x − ∂3

x

)
P0 −

$(y)

2

(
∂3
x − ∂2

x

)
P1 −

σ2(y)− κ2

4
ψ(y)

(
∂4
x − 2∂3

x + ∂2
x

)
P0

+

√
ε

2

[(
σ2(y)− κ2

2
ϑ(y)− ψ(y)Ω̃

)(
∂5
x − 2∂4

x + ∂3
x

)
P0 −

σ2(y)− κ2

2
ψ(y)

(
∂4
x − 2∂3

x + ∂2
x

)
P1

]
.

Exploiting the fact that we chose P1 = −(T − t)Ω̃
(
∂3
x − ∂2

x

)
P0 (as in (B.3)), we obtain

Fε(t, x, y) = −σ
2(y)− κ2

4
ψ(y)∂2

xP0 +

(
−yσ

2(y)

2
ϑ′(y) +

σ2(y)− κ2

2
ψ(y)

)
∂3
xP0

+

(
yσ2(y)

2
ϑ′(y)− σ2(y)− κ2

4
ψ(y)

)
∂4
xP0 +

T − t
2

$(y)Ω̃
(
∂4
x − 2∂5

x + ∂6
x

)
P0

+

√
ε

2

{[
σ2(y)− κ2

2
ϑ(y)− ψ(y)Ω̃

] (
∂3
x − 2∂4

x + ∂5
x

)
P0

+ (T − t)
(
σ2(y)− κ2

2
ψ(y)Ω̃

)(
−∂4

x + 3∂5
x − 3∂6

x + ∂7
x

)
P0

}
.(B.14)

Performing similar computations for Gε, we obtain

Gε(x, y) = Q2(T, x, y) +
√
εQ3(T, x, y)

= −ψ(y)

2
DxP0 +

√
ε

(
ϑ(y)

2
∂xDxP0 −

ψ(y)

2
DxP1

)
= −ψ(y)

2

(
∂2
x − ∂x

)
P0 +

√
ε

2

[
ϑ(y)

(
∂3
x − ∂2

x

)
+ ψ(y)(T − T )Ω̃

(
∂5
x − 2∂4

x + ∂3
x

) ]
P0

= −ψ(y)

2

(
∂2
x − ∂x

)
P0 +

√
ε

2
ϑ(y)

(
∂3
x − ∂2

x

)
P0,(B.15)
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with P0, P1 evaluated at (T, x). The probabilistic representation of Zε as the solution of the

Poisson equation in (B.5) reads

(B.16) Zε(t, x, y) = ε Et,x,y

[
Gε(XT , YT ) +

∫ T

t

Fε(s,Xs, Ys)ds

]
.

To show that this is of order O(ε) as ε ↓ 0, it is enough to bound Fε and Gε uniformly in ε.

The key ingredients here are the following two lemmas. The proof of the first one, being

long and technical, is postponed to Appendix B.4.

Lemma B.2. Let ξ be a solution to the Poisson equation LY ξ = g on (yσ,∞), with
|g(y)| ≤ C, for y ∈ (yσ, y),

|g(y)| ≤ C (1 + |y|n) , for y ≥ y,
〈g,Π〉 = 0,

for some C > 0, n ∈ N, y ∈ (yσ, y). Then there exist C ′ > 0, n′ ∈ N, yσ < y′ < y′ such that{
|ξ′(y)| ≤ C ′, for y ∈ (yσ, y

′),

|ξ′(y)| ≤ C ′(1 + |y|n′), for y ≥ y,

and consequently {
|ξ(y)| ≤ C ′′, for y ∈ (yσ, y

′),

|ξ(y)| ≤ C ′′(1 + |y|n′+1), for y ≥ y,

for some positive constant C ′′.

Lemma B.3. If h is smooth and bounded with bounded derivatives, then ∂nxP0 exists and

is bounded for any n ∈ N.

Proof. Since P0(t, x) is the BS price with constant volatility κ2, denoting f(·) the density

function of N
(
− 1

2κ
2(T − t),κ2

√
T − t

)
and assuming that the first n derivatives of the

function h are uniformly bounded by K > 0, we have, for n = 0,

|P0(t, x)| =
∣∣∣∣∫

R
h(ex+z)f(z)dz

∣∣∣∣ ≤ ∫
R

∣∣h(ex+z)
∣∣ f(z)dz ≤ K

and then, for any n ≥ 1,

∂nxP0(t, x) = ∂nx

(∫
R
h(ex+z)f(z)dz

)
= ∂n−1

x

(∫
R
h′(ex+z)ex+zf(z)dz

)
= ∂n−2

x

(∫
R

(h′′(ex+z)e2(x+z) + h′(ex+z)ex+z)f(z)dz

)
= · · · =

∫
R

n∑
k=1

(
n

k

)
∂kxh(ex+z)ek(x+z)f(z)dz

=

∫
R

n∑
k=1

(
n

k

)
∂kxh(ex+z)ek(x+z)f(z)dz,

and so

|∂nxP0(t, x)| ≤
n∑
k=1

(
n

k

)∫
R

∣∣∂kxh(ex+z)
∣∣ ek(x+z)f(z)dz ≤ K

∫
R

n∑
k=1

(
n

k

)
ek(x+z)f(z)dz

= K

n∑
k=1

(
n

k

)
ekxe−k

1
2κ

2(T−t)ek
2 1

2κ
2(T−t) = K

n∑
k=1

(
n

k

)
ekx+(k2−k) 1

2κ
2(T−t).

Since this is clearly finite, the lemma follows. �
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Now, ψ and ϑ are respectively the solutions to the Poisson equations (3.8)-(B.10) and

satisfy the hypotheses in Lemma B.2. Indeed, for ψ, the function g : y 7→ σ2(y)−κ2 clearly

satisfies 〈g,Π〉 = 〈σ2(·)−κ2,Π〉 = 〈σ2(·),Π〉 −κ2 = κ2−κ2 = 0. Furthermore, on (yσ,∞),

|g(y)| = |σ2(y)− κ2| ≤ σ2(y) + κ2 =

(
α

β
− γy−β

)2

+ κ2 ≤ α2

β2
+ κ2

is finite. Analogously, for ϑ, the function g : y 7→ $(y) − 〈$,Π〉 clearly satisfies 〈g,Π〉 =

〈$(y) − 〈$,Π〉,Π〉 = 〈$,Π〉 − 〈$,Π〉 = 0. Clearly, 〈$,Π〉 is a finite positive constant.

Let us check the polynomial growth assumption on (yσ,∞). Since σ is bounded there and

since ψ (and its first derivative) has polynomial growth, then

|g(y)| = |$(y)− 〈$,Π〉| = |$(y)|+ 〈$,Π〉 ≤ |y||σ2(y)||ψ′(y)|+ 〈$,Π〉

≤ |y|α
2

β2
K ′
(

1 + |y|n
′
)

+ 〈$,Π〉 ≤
(
α2

β2
K ′ + 〈$,Π〉

)(
1 + |y|n

′+1
)
,

which yields the desired growth condition. Thus, ψ and ϑ have at most polynomial growth

at infinity, which we denote nψ and nϑ, and are bounded by a suitable constant when

approaching yσ. Plugging (B.14) and (B.15) in (B.16), we can write

Zε(t, x, y) = εEt,x,y

[
Gε(XT , YT ) +

∫ T

t

Fε(s,Xs, Ys)ds

]

= εEt,x,y

[
− 1

2
ψ(YT )(∂2

x − ∂x)P0(T,XT ) +

√
ε

2
ϑ(YT )(∂3

x − ∂2
x)P0(T,XT )

+

∫ T

t

{
− σ2(Ys)− κ2

4
ψ(Ys)∂

2
x +

(
−σ

2(Ys)

2
Ysϑ

′(Ys) +
σ2(Ys)− κ2

2
ψ(Ys)

)
∂3
x

+

[
σ2(Ys)

2
Ysϑ

′(Ys)−
σ2(Ys)− κ2

4
ψ(Ys)

]
∂4
x +

T − s
2

Ysσ
2(Ys)ψ

′(Ys)Ω̃
(
∂4
x − 2∂5

x + ∂6
x

)
+
√
ε

{
1

2

[
σ2(Ys)− κ2

2
ϑ(Ys)− ψ(Ys)Ω̃

] (
∂3
x − 2∂4

x + ∂5
x

)
+ (T − s)σ

2(Ys)− κ2

4
ψ(Ys)Ω̃

(
−∂4

x + 3∂5
x − 3∂6

x + ∂7
x

)}
P0(s,Xs)ds

]
.

Now, an application of Lemma B.3 yields (with ζ := α2

β2 + κ2)

|Zε(t, x, y)| � εEt,x,y

[
|ψ(YT )|+

√
ε|ϑ(YT )|

+

∫ T

t

{
ζ

4
|ψ(Ys)|+

α2

β2
|Ys||ϑ′(Ys)|+ |ψ(Ys)|

ζ

2
+

α2

2β2
|Ys||ϑ′(Ys)|+

ζ

4
|ψ(Ys)|

+
2α2(T − s)

β2
|Ys||ψ′(Ys)|Ω̃ +

√
ε

[
ζ|ϑ(Ys)|+ 2|ψ(Ys)|Ω̃ + 2(T − s)ζ|ψ(Ys)|Ω̃

]}
ds

]

� εEt,x,y

[
|ψ(YT )|+

√
ε|ϑ(YT )|+

∫ T

t

{
|ψ(Ys)|+ |Ys||ϑ′(Ys)|+ (T − s)|Ys||ψ′(Ys)|

+
√
ε
(
|ϑ(Ys)|+ |ψ(Ys)|+ (T − s)|ψ(Ys)|

)}
ds

]
,
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where � means less than modulo multiplication by some strictly positive constant. Finally,

applying Lemma B.2, we obtain

|Zε(t, x, y)| � ε Et,x,y
[

(1 + |YT |nψ ) +
√
ε (1 + |YT |nϑ)

+

∫ T

t

{
1 + |Ys|nψ + |Ys|

{[
1 + |Ys|nϑ−1

]
+ (T − s)

[
1 + |Ys|nψ−1

]}
+
√
ε
{

1 + |Ys|nϑ + (1 + (T − s))|Ys|nψ
}}

ds
]
� ε.

The finiteness in the last line is a consequence of Appendix B.5 on the uniform finiteness of

the moments of Y , and the proposition thus follows.

B.4. Proof of Lemma B.2. With the notations introduced in Section 3.2, the third as-

sumption on g can be rewritten as

0 = 〈g,Π〉 =

∫ ∞
yσ

g(y)Π(dy) =

(∫ ∞
yσ

dξ

σ̃2(ξ)s(ξ)

)−1 ∫ ∞
yσ

g(y)m(y)dy,

and therefore

(B.17)

∫ ∞
yσ

g(y)m(y)dy = 0.

Recall that the equation LY ξ = g solved by ξ on (yσ,∞) is equivalent to

1

2

d

dM

(
d

dS
ξ(y)

)
= g(y).

Integrating both sides yields

ξ′(y) = 2s(y)

∫ y

yσ

g(z)m(z)dz.(B.18)

We first study the behaviour around yσ. Consider y ∈ (yσ, y), for a sufficiently small y.

Since the function g is bounded by assumption, then

|ξ′(y)| = 2Cs(y)

∫ y

yσ

m(z)dz = 2Cs(y)MΠ(yσ, y].

In the proof of the boundary classification of the left boundary point yσ < 1 for the domain

(yσ,∞), we have seen that (A.4)

s(y) = exp

(
K

y − yσ
+KKa

β

)
(y − yσ)−Kχ1(1 +O(y − yσ)), for y ∈ (yσ, y),

with K =
2y2β+1
σ (1−yσ)
hβ2γ2 , positive constant, and MΠ(yσ, y] =

∫ y−yσ
0

dx
σ2(x)s(x)

, with

s(x) = exp

(
K

x
+KKa

β

)
x−Kχ1(1 +O(x)), for x ∈ (0, y − yσ),

and σ(x)−2 =
y2+2β
σ

β2γ2x2 (1 + O(x)), for x ∈ (yσ, y). Thus, exploiting these two expansions,

the change of variables x = (y − yσ)z and the asymptotic expansion for integrals in [36,

Chapter 3.3, pages 62 and 67], we obtain

M(yσ, y] =

∫ y−yσ

0

dx

σ2(x)s(x)
=
y2+2β
σ

β2γ2

∫ y−yσ

0

exp

{
−K
x
−KKa

β

}
xKχ1−2(1 +O(x))dx

=
y2+2β
σ

β2γ2
e−KK

a
β (y − yσ)Kχ1−1

∫ 1

0

exp

{
− K

(y − yσ)z

}
zKχ1−2(1 +O(z))dz

=
y2+2β
σ

β2γ2
e−KK

a
β (y − yσ)Kχ1−1 exp

{
− K

y − yσ

}(
y − yσ
K

+O((y − yσ)2)

)
=

y2+2β
σ

β2γ2K
e−KK

a
β (y − yσ)Kχ1 exp

{
− K

y − yσ

}
(1 +O(y − yσ)) .
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Thus, we conclude

|ξ′(y)| ≤ 2Cs(y)M(yσ, y] =
2y2+2β
σ

β2γ2
(1 +O(y − yσ)),

which yields the boundedness of ξ′(y) and of ξ(y) itself as y approaches yσ.

About the behaviour at infinity, applying the centering condition (B.17) to (B.18) yields

ξ′(y) = 2s(y)

∫ y

yσ

g(z)m(z)dz

= 2s(y)

(∫ y

yσ

g(z)m(z)dz +

∫ ∞
y

g(z)m(z)dz −
∫ ∞
y

g(z)m(z)dz

)
= −2s(y)

∫ ∞
y

g(z)m(z)dz

Since s and m are non-negative, the polynomial growth assumption in the statement of

Lemma B.2 and the definition of m give

|ξ′(y)| = 2s(y)

∣∣∣∣∫ ∞
y

g(z)m(z)dz

∣∣∣∣ ≤ 2s(y)

∫ ∞
y

|g(z)|m(z)dz(B.19)

≤ 2Cs(y)

∫ ∞
y

znm(z)dz ≤ 2Cs(y)

∫ ∞
y

zn−2

σ2(z)s(z)
dz.

Since y can be picked as y > 1, then |z|n−2 ≤ 1 for n ∈ {0, 1}, and we thus take 1 in place of

zn−2. We make a short digression to study s(y), for y ∈ (a,∞) with a > yσ. By definition,

s(y) = exp

{
−
∫ y

a

2b(η)

σ̃2(η)
dη

}
= e−fa(y),

with fa(y) :=
∫ y
a

2b(η)
σ̃2(η)dη, which we can compute explicitly as

fa(y) =
2

h

∫ y

a

dη

η
(
−αβ + γη−β

)2 −
∫ y

a

dη(
−αβ + γη−β

)2

 =
2

h

(
I1(a, y)− I2(a, y)

)
,

where

I1(a, y) :=
β

α2
log

(
βγ − αyβ

βγ − αaβ

)
+
β2γ

α

a−β − y−β

(α− βγa−β)(α− βγy−β)
,

I2(a, y) :=
1

γ(2β + 1)

[
y2β+1

2F1

(
2, 2 +

1

β
; 3 +

1

β
;
αyβ

βγ

)
− a2β+1

2F1

(
2, 2 +

1

β
; 3 +

1

β
;
αaβ

βγ

)]
.

- Since y > a, then the first term in I1 satisfies βγ−αyβ
βγ−αaβ ∈ (0, 1] so that its logarithm

is well posed and negative.

- Likewise, the second term in I1 is positive and (as a function of y) increasing and

bounded by its ∞-limit equal to a−β

(α−βγa−β)α
.

- The two terms in I2 can be rewritten exploiting the following series representation of

the hypergeometric function [35, Volume I, Chapter III, Section 3.6, Equation (1)],

which holds for any |z| > 1 and a− b /∈ Z:

2F1 (a, b; c; z) =
Γ(b− a)Γ(c)

Γ(b)Γ(c− a)

1

(−z)a
∞∑
k=0

(a)k(a− c+ 1)k
k!(a− b+ 1)k

1

zk

+
Γ(a− b)Γ(c)

Γ(a)Γ(c− b)
1

(−z)b
∞∑
k=0

(b)k(b− c+ 1)k
k!(b− a+ 1)k

1

zk
.

In our specific case this reads

2F1

(
2, 2 +

1

β
; 3 +

1

β
; z

)
= (2β+ 1)

∞∑
k=0

k + 1

1− kβ
z−(2+k) +

1

2
Γ

(
− 1

β

)
Γ

(
3 +

1

β

)(
−1

z

)2+ 1
β

,
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which implies−I2(a, y) =
∑
k≥0 ,k(a1−βk−y1−βk)ג where we define kג := k+1

1−kβ γ
k+1

(
α
β

)k+2

for convenience. We further introduce the useful quantities∑z

n
:=

n−1∑
k=0

kz1−βkג and
∑z

n
:=

∞∑
k=n

.kz1−βkג

Then, for any β ∈ (0, 1
2 ), there exists nβ ∈ N \ {0, 1, 2} such that 1 − βn < 0, for

n ≥ nβ , and 1− βn ≥ 0, for n < nβ . Hence, for any z ∈ (y,∞), with y > a > yσ,

−I2(a, z) = Ca −
∞∑
k=0

kz1−βkג = Ca −
∑z

nβ

−
∑z

nβ
≤ Ca −

∑z

nβ

−
∑y

nβ
,

where the constant Ca :=
∑a

∞
is finite.

As a consequence of these bullet points, we deduce

1

s(z)
= efa(z) =

(
βγ − αzβ

βγ − αaβ

) 2β

hα2

exp

{
2β2γ

hα

a−β − z−β

(α− βγa−β)(α− βγz−β)

}
e−

2
h I2(a,z)

≤ exp

{
2β2γ

hα

a−β

(α− βγa−β)α

}
exp

{
2

h

[
Ca −

∑z

nβ

−
∑y

nβ

]}
= exp

{
2β2γa−β

(α− βγa−β)α2h
+

2Ca
h

}
exp

{
− 2

h

(∑z

nβ

+
∑y

nβ

)}
.

Let us now go back to the starting problem and consider y > a > yσ. Replacing the

expression in (B.19), we have

|ξ′(y)| ≤ 2Cs(y)

∫ ∞
y

zn−2(
α
β − γz−β

)2

s(z)
dz ≤ 2C

(
α

β
− γ

yβ

)−2

s(y)

∫ ∞
y

zn−2

s(z)
dz

= 2C

(
α

β
− γ

yβ

)−2(
βγ − αaβ

βγ − αyβ

) 2β

hα2

e
β2γ
α

y−β−a−β

(α−βγa−β)(α−βγy−β) e
2
h I2(a,y)

∫ ∞
y

zn−2

s(z)
dz

≤ 2C

(
α

β
− γ

yβ

)−2(
βγ − αaβ

βγ − αyβ

) 2β

α2h

exp

{
− 2

h

[
Ca −

∑y

nβ

−
∑y

nβ

]}
×

×
∫ ∞
y

zn−2e
2β2γa−β

(α−βγa−β)α2h
+ 2
hCa exp

{
− 2

h

∑z

nβ

− 2

h

∑y

nβ

}
dz

≤ 2Ce
2β2γa−β

(α−βγa−β)α2h

(
α

β
− γ

yβ

)−2(
βγ − αaβ

βγ − αyβ

) 2β

hα2

exp

{
2

h

∑y

nβ

}∫ ∞
y

zn−2 exp

{
− 2

h

∑z

nβ

}
dz.

Now, suppose that the integral in the last line satisfies a bound of the form

(B.20)

∫ ∞
y

zn−2 exp

{
− 2

h

∑z

nβ

}
dz ≤ K

N∑
j=0

N !

j!

(
2

h

∑y

nβ

)j
exp

{
− 2

h

∑y

nβ

}
,

for some K > 0 and some integer N > 0. Plugging this in the equation above, we obtain

|ξ′(y)| ≤ 2KC exp

{
2β2γa−β

(α− βγa−β)hα2

}(
α

β
− γy−β

)−2(
βγ − αaβ

βγ − αyβ

) 2β

hα2 N∑
j=0

N !

j!

(
2

h

∑y

nβ

)j

= 2KC exp

{
2β2γa−β

(α− βγa−β)hα2

} (
βγ − αaβ

) 2β

hα2

β2

y2β

(βγ − αyβ)
2+ 2β

α2h

N∑
j=0

N !

j!

(
2

h

∑y

nβ

)j

≤ 2KC exp

{
2β2γa−β

(α− βγa−β)hα2

} (
βγ − αaβ

)−2

β2
y2β

N∑
j=0

N !

j!

(
2

h

∑y

nβ

)j
≤ Ka

(
1 + |y|2β+N(1−βnβ)

)
= Ka

(
1 + |y|Nβ

)
,
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where Nβ and Ka are respectively a suitably chosen positive integer and a positive con-

stant. Thus, this last inequality yields the desired polynomial growth for ξ′ and ξ. Finally

the inequality in (B.20) is a consequence of the following lemma.

Lemma B.4. Let y > a > 1, k,N ∈ N0 and I :=
∫∞
y
zk exp{−

∑N
j=0Ajz

dj}dz, with

(Aj)j∈{0,...,N} ≥ 0 and (dj)j∈{0,...,N} ∈ (0, 1). Then, there exists r ∈ N and C > 0 such that

I ≤ C exp

−
N∑
j=0

Ajy
dj


r∑

k=0

r!

k!

 N∑
j=0

Ajy
dj

k

.

Proof. The function g : (y,∞)→ R+, defined as g(z) :=
∑N
j=0Ajz

dj , is positive and strictly

increasing, hence invertible. Its inverse g← is thus strictly increasing and limz↑∞ g(z) = +∞.

The change of variables g(z) = u thus implies

I =

∫ ∞
g(y)

e−u
g←(u)k

g′ (g←(y))
du.

Notice that the first derivative of g, given by g′(z) =
∑N
j=0Ajdjz

dj−1, is clearly positive

and strictly decreasing on (y,∞). Now, set α0 = minj∈{0,...,N}Aj and δ0 = minj∈{0,...,N} dj .

Since g(z) ≥ α0z
δ0 , then g

((
z
α0

) 1
δ0

)
≥ z, and so, by the monotonicity of g←, we have

g←(z) ≤ g←
(
g

((
z

α0

) 1
δ0

))
≤ α

− 1
δ0

0 z
1
δ0 ,(B.21)

as well as g′(z) ≥ α0δ0z
δ0−1. Applying this inequality and then (B.21) to the chain of

inequalities for I, gives, for a suitably chosen positive integer r some constant C > 0,

I ≤
∫ ∞
g(y)

e−u
g←(u)k

α0δ0g←(u)δ0−1
du =

1

α0δ0

∫ ∞
g(y)

e−ug←(u)k+1−δ0du

≤ 1

α0δ0

∫ ∞
g(y)

e−u
(
u

α0

) 1
δ0

(k+1−δ0)

du = α
− k+1

δ0
0 δ−1

0

∫ ∞
g(y)

e−uu
1
δ0

(k+1−δ0)du

≤ C
∫ ∞
g(y)

e−uurdu = e−g(y)
r∑
j=0

r!

j!
g(y)j ,

which ends the proof of the inequality in the statement of the theorem. �

B.5. Uniform bounds for the moments of Y . Because of Section 3.1, Theorem 3.5

and Proposition 3.7, we restrict our interest to the case with β ∈ (0, 1
2 ) ∪ {1} and domain

D = (yσ,∞), with yσ :=
(
βγ
α

)1/β

< 1. We need to prove that, for any n ∈ N, the uniform

(in time) bound supt≥0 E[Y nt ] ≤ K holds. We shall use the following lemma, the proof of

which is relegated below:

Lemma B.5. On any compact interval of the form [0, T ], any moment of Y is uniformly

bounded and limt→s E[(Yt − Ys)n+2] = 0.

This claim implies immediately that E[Y n+2
t ], E[Y n+1

t ], E[Y nt ], E[Y n−βt ] and E[Y n−2β
t ]

are all continuous on any compact interval. Now, Itô’s formula implies yields

Y nt = yn0 +

∫ t

0

nY n−1
s dYs +

1

2

∫ t

0

n(n− 1)Y n−2
s d〈Y 〉2s

= yn0 +
n

h

∫ t

0

(
Y ns − Y n+1

s

)
ds+

∫ t

0

(
−αn
β
Y ns + γnY n−βs

)
dWs

+
n(n− 1)

2

∫ t

0

(
α2

β2
Y ns + γ2Y n−2β

s − 2αγ

β
Y n−βs

)
ds.
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Taking expectations on both sides and exploiting the regularity of the processes involved

(from the aforementioned claim) we obtain

E[Y nt ] = yn0 +

(
n

h
+
α2n(n− 1)

2β2

)∫ t

0

E[Y ns ]ds− n

h

∫ t

0

E[Y n+1
s ]ds+ 0 +

γ2n(n− 1)

2

∫ t

0

E[Y n−2β
s ]ds

− αγn(n− 1)

β

∫ t

0

E[Y n−βs ]ds.

Define now the function t 7→ ϕ(t) := E[Y nt ], which is differentiable since on any compact

[0, T ], |∂tf(t, Y )| is bounded in L1, for f(t, Y ) :=
∫ t

0
Y ns ds. Since the process Y is positive

almost surely, differentiating the expression above and applying Hölder inequality yield

ϕ′(t) =

(
2

h
− α2

β2

)
ϕ(t)− 2

h
E
[
Y 3
t

]
+ γ2E

[
Y 2−2β
t

]
− 2αγ

β
E
[
Y 2−β
t

]
≤
(
n

h
+
α2n(n− 1)

2β2

)
ϕ(t)− n

h
E
[
Y n+1
t

]
+
γ2n(n− 1)

2
E
[
Y n−2β
t

]
≤
(
n

h
+
α2n(n− 1)

2β2

)
ϕ(t)− n

h
ϕ(t)1+ 1

n +
γ2n(n− 1)

2
ϕ(t)1− 2

nβ = ψ(ϕ(t)),

with ψ(y) :=
(
n
h + α2n(n−1)

2β2

)
y− n

hy
1+ 1

n + γ2n(n−1)
2 y1− 2

nβ . Since limy↑∞ ψ(y) = −∞, there

exists y∗ such that ψ(y) ≤ −1 for all y ≥ y∗.
This implies that ϕ(·) is uniformly bounded. First, without loss of generality we can

assume y∗ ≥ y2
0 . Now, either the level y∗ is never reached, so that that the function ϕ is

uniformly bounded by y∗, or that y∗ is actually attained at some time t∗, namely ϕ(t∗) = y∗.

Let us show that in this last case the level y∗ + 1 cannot be attained and consequently ϕ

is uniformly bounded by y∗ + 1. Assume by contradiction that there exists t such that

ϕ(t) = y∗ + 1. Since ϕ is continuous, then t ≥ t∗. Set t̂ := max{0 ≤ t ≤ t : ϕ(t) = y∗}.
Clearly then ψ(ϕ(t)) ≤ −1 for all t ∈ [t̂, t], and furthermore

y∗+1 = ϕ(t) = ϕ(t̂)+

∫ t

t̂

ϕ′(t)dt = y∗+

∫ t

t̂

ϕ′(t)dt ≤ y∗+
∫ t

t̂

ϕ′(t)dt ≤ y∗+
∫ t

t̂

ψ(ϕ(t))dt ≤ y∗,

which is obviously a contradiction and thus completes the proof.

We now prove Lemma B.5.

Proof of Lemma B.5. The finiteness of any moment of Y can be recovered proceeding as

in [9]. Indeed, let τM := inf{t ≥ 0 : Yt ≥M} for any M > 0, so that Yt∧τM ≤M and hence

is bounded almost surely. Consider a function h ∈ C2([0,∞)) with the following properties:
h(y) = 1, y ≤ 1

2 ,

h(y) ≥ yk, everywhere,

h(y) = yk, y ≥ 2.

It is then easy to see that there exists a constant C̃ > 0 such that, for all y ≥ 0,

σ̃2(y)

2
h′′(y) + bh′(y) ≤ C̃h(y).

Then, set f(t) := Ey0 [h(Yt∧τ )]. Itô’s formula implies

f(t) = h(y0) + Ey0
[∫ t∧τ

0

σ̃2(Ys)

2
h′′(Ys) + b(Ys)h

′(Ys)ds

]
= h(y0) + C̃ Ey0

[∫ t∧τ

0

h(Ys)ds

]
= h(y0) + C̃Ey0

[∫ t∧τ

0

h(Ys∧τ )ds

]
≤ h(y0) + C̃ Ey0

[∫ t

0

h(Ys∧τ )ds

]
= h(y0) + C̃

∫ t

0

f(s)ds.
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Finally, an application of Gronwall’s inequality yields

Ey0
[
Y kt∧τ

]
≤ Ey0 [h(Yt∧τ )] ≤ h(y0)eC̃t ≤ C

(
1 + yk0

)
,

which does not depend on M , proving the uniform finiteness of moments of Y on [0, T ].

Regarding the second item of the lemma, applying, in sequence, Hölder, BDG and Hölder

inequalities, Fubini’s Theorem and the previously boundedness of moments of Y , we obtain

E[(Yt − Ys)n] = E

[
n∑
k=0

(
n

k

)(∫ t

s

b(Yu)du

)n−k (∫ t

s

σ̃(Yu)dWu

)k ]

≤
n∑
k=0

(
n

k

)
E

[(∫ t

s

b(Yu)du

)n ]n−kn
E

[(∫ t

s

σ̃(Yu)dWu

)n ] kn

≤
n∑
k=0

(
n

k

)
E

[∫ t

s

b(Yu)ndu

]n−k
n

E

[(∫ t

s

σ̃(Yu)2du

)n
2

] k
n

≤
n∑
k=0

(
n

k

)
E

[∫ t

s

b(Yu)ndu

]n−k
n

E

[∫ t

s

σ̃(Yu)ndu

] k
n

≤
n∑
k=0

(
n

k

){
1

hn

∫ t

s

E[Y nu (1− Yu)n]du

}n−k
n
{∫ t

s

E
[
Y nu

(
−α
β

+ γY −βu

)n]
du

} k
n

≤
n∑
k=0

(
n

k

)
1

hn−k

{∫ t

s

E[Y nu + Y 2n
u ]du

}n−k
n

2
k(n−1)
n

{∫ t

s

E
[
αn

βn
Y nu + γnY n(1−β)

u

]
du

} k
n

.

Since all moments of Y are uniform bounded over [0, T ], the proof follows from

lim
t→s

E[(Yt − Ys)n] ≤ lim
t→s

C(T, y0, n)(t− s) = 0.

�

Appendix C. Large deviations proofs

C.1. Proof of Proposition 3.13. Since the process Y ε lies in (0,∞) instead of R, we

adapt the proof of [38, Theorem 2.9] to prove a large deviations principle with speed ε and

rate function IY . Since yσ > 0, and in both cases y0 ≥ yσ and y0 < yσ, the function σ̃

is locally Lipschitz continuous on (0,∞). Furthermore, for f ∈ H, the Picard-Lindelöf

Theorem implies that the controlled ODE ġt = σ̃(gt)ḟt, with g0 = y0 admits the solution

Sy02 (f)(t) =

(
βγ

α

) 1
β
[
e−α

∫ t
0
ḟudu

(
yβ0

α

βγ
− 1

)
+ 1

]1/β

, for t ∈ [0, T ], y0 > 0.

This formulation requires the term
[
e−α

∫ t
0
ḟudu

(
yβ0

α
βγ − 1

)
+ 1
]

to be positive for all y0 > 0:

- If y0 ≥ yσ, then yβ0
α
βγ − 1 ≥ 0 and Sy02 (f) is positive on [0, T ];

- If y0 < yσ, then yβ0
α
βγ − 1 < 0 and Sy02 (f) is positive on [0, T ] if and only if (3.10)

holds.

The crucial step in [38, Theorem 2.9] is [38, Theorem 2.7], which states that if
√
εW is

close to f ∈ H, then Y ε should be close to Sy02 (f), the solution of the controlled ODE. The

case of bounded and locally Lipschitz coefficients on the whole real line was done in [38,

Theorem 2.7], but with such conditions on a domain, a new localisation argument is required.

Given suitable η > δ > 0, with δ sufficiently small, there exists r ∈ (0, η) such that the δ-

tube around Sy02 (f) is contained in Br(η). For this radius r to exist, one simply needs to

make sure that the solution Sy02 (f) of the controlled ODE never reaches zero (explosion
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is impossible as infinity is recurrent), which is obvious when y0 ≥ yσ, and guaranteed by

Condition (3.10) when y0 < yσ. Then both functions

b(x) :=


b(x), x ∈ [η − r, η + r],

b

(
(η − r)x
|x|

)
= b(η − r), x < η − r,

b

(
(η + r)x

|x|

)
= b(η + r), x > η + r,

and

s(x) :=


σ̃(x), x ∈ [η − r, η + r],

σ̃

(
(η − r)x
|x|

)
= σ̃(η − r), x < η − r,

σ̃

(
(η + r)x

|x|

)
= σ̃(η + r), x > η + r,

are bounded and globally Lipschitz continuous on (0,∞), and clearly εb(·) converges uni-

formly to zero on (0,∞) as ε goes to zero.

Denote Y
ε

the solution to dY
ε

t = εb(Y
ε

t )dt +
√
εs(Y

ε

t )dWt with Y
ε

0 = y0 > 0. Then the

two sequences (Y
ε
)ε>0 and (Y ε)ε>0 are identical in Br(η). Thus, for each 0 < δ < y0 (small

enough) there exist ξ > 0 such that, for all x ∈ Bξ(y0),

P
[
‖Y ε − Sy02 (f)‖∞ > δ, ‖

√
εW − f‖∞ ≤ ζ

]
= P

[
‖Y ε − Sy02 (f)‖∞ > δ, ‖

√
εW − f‖∞ ≤ ζ

]
,

for all f ∈ H s.t. Λ(f) ≤ λ, with ζ, λ > 0 fixed. Hence, for each R, λ > 0 and δ > 0 small

enough, there exist ζ, ξ, ε0 > 0 such that, for all f ∈ H with Λ(f) ≤ λ, x ∈ Bξ(y0), ε ≤ ε0,

P
[
‖Y ε − Sy02 (f)‖∞ > δ, ‖

√
εW − f‖∞ ≤ ζ

]
≤ exp

{
−R
ε

}
holds from [38, Proposition 2.15] and so [38, Theorem 2.7] is satisfied here as well. Finally,

large deviations follow from the same reasoning as in the proof of [38, Theorem 2.9].

C.2. Proof of Theorem 3.12. To obtain a large deviations principle for Xε, a large devi-

ations principle for the rescaled process Xε := (Xε, Y ε) needs to be proved. This is

dXε
t = εb(Xε

t )dt+
√
εa(Xε

t )dWt,

with initial condition Xε
0 := x0 =

(
log s0

y0

)
and the maps b, a : (0,∞)→ R2 defined as

b(Xε
t ) =

(
− 1

2σ
2(Y εt )

b(Y εt )

)
and a(Xε

t ) =

(
σ(Y εt )

σ̃(Y εt )

)
.

These two maps are both locally Lipschitz continuous on R× (0,∞). Solving the controlled

ODE for Y ε is sufficient to solve the controlled ODE for the process Xε. Using the proof

of Proposition 3.13, for f := (f, f) with f ∈ H, the controlled ODE ġt = ḟta(gt), with

g0 = x0 has a solution g = Sx0(f) on [0, T ]. For y0 > yσ, the solution Sy02 is strictly positive

and Sx0(f) exists on [0, T ] for all f ∈ H and x0 ∈ R × (0,∞). In this case, H boils down

to the Cameron-Martin space. For y0 < yσ, Condition (3.10) ensures that Sy02 is positive.

Applying [38, Theorem 2.9], the sequence Xε then satisfies a large deviations principle on

C([0, T ],R× (0,∞)) as ε tends to zero, with speed ε and rate function

IY,X(g) := inf
{

Λ(f), f ∈ H,Sx0(f) = g
}
.

To obtain a large deviations principle for the log-stock price Xε, we apply the Contraction

Principle [7, Theorem 4.2.1], since the projection on the first component is continuous.
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C.3. Proof of Corollary 3.14. We prove the lower and upper bounds separately, which

turn out to be equal. For simplicity, we introduce the following notation, for all k 6= 0:

ĨX(k) =

 inf
y≥k

inf{IX(g) : g(1) = y}, if k > 0,

inf
y≤k

inf{IX(g) : g(1) = y}, if k < 0.

Assuming that the rate function is continuous3, limt↓0 t logP
[
St > ek

]
= −ĨX(k). We only

consider k > 0, the other case being symmetric. The proof of this identity is similar to that

of [17, Corollary 4.13, Appendix C].

- For any δ > 0, the inequality E[(St−ek)+] ≥ kekδP[St > ek(1+δ)] and Theorem 3.12,

together with the continuity of the rate function, then imply

lim inf
t↓0

t logE
[(
St − ek

)
+

]
≥ lim inf

t↓0

{
t(k + log k + log δ) + t logP

[
St > ek(1+δ)

]}
= −ĨX(k(1+δ)).

Take δ ↓ 0, by continuity of ĨX(k), we obtain the desired lower bound.

- To establish the desired upper bound, we note that for any q > 1, we have

E
[(
St − ek

)
+

]
≤ E

[(
St − ek

)q
+

]1/q
P
[
St ≥ ek

]1−1/q
.

and therefore t logE[(St − ek)+] ≤ t
q logE[Sqt ] + t(1 − 1

q ) logP[St ≥ ek]. From The-

orem 3.3, for yσ ≤ min{y0, 1}, the process (Yt)t∈[0,T ] remains in (yσ,∞). Since the

map σ is bounded on (yσ,∞), the moments of S are finite and locally bounded in

time, hence supt∈[0,T ] E[Sqt ] ≤ Cq for some Cq ≥ 0 and thus lim supt↓0
t
q logE[Sqt ] ≤

lim supt↓0 t
1
q logCq = 0. Therefore, for q > 1, lim supt↓0 t logE[(St − ek)+] ≤

−(1− 1
q )̃IX(k). Taking q to infinity yields the desired upper bound.
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