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Abstract

In this paper | analyse the strategic interaction of decision makers and their
advisers in a consultation process. | find that when agents are concerned
about their reputation, consultation results in sub-optimal sharing of
information; some decision makers may deliberately act unilaterally and not
consult even when advice is costless. When they do consult, decision makers
may excessively contradict their adviser's recommendation. Anticipating it,
advisers may not report their information truthfully. These results are obtained
without assuming either a tournament or a competition between decision
makers and their advisers for wages or a future job.
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1 Introduction

Ever since the days of Ahithophel, consultation has been common in almost any or-
ganization. The use of advisers stems, of course, from the need of decision makers to
gather information. The process of consulting, central as it is to the aggregation of
information, has crucial impact on the efficiency of decision making. In the presence of
career concerns, however, the process of consulting does not involve only the transmis-
sion of information. It also has bearing on the reputation of both the adviser and the
decision maker. Seeking advice, giving advice and using advice can, and do, become
strategic actions, inevitably compromising the efficiency of the decision making process
as a whole.

This is a casual observation, which turns up in empirical studies of organizations.
Blau (1954) interviewed employees of a federal regulation agency, who were encouraged
to consult their experienced supervisor. However, the agents were reluctant to do so,
since consulting their supervisor exposed them as incompetent or stupid. A similar
phenomenon was observed by Allen (1977), in a study of engineers in private firms. The
engineers reported that they prefer to rely on professional literature rather than on their
colleagues’ experience. They did acknowledge that reading the literature is a relatively
inefficient method of gathering information; it takes more time to read through. But
they avoided consulting a colleague, for this implied an admission of their inferiority.
For a decision maker, choosing not to consult, or to disregard advice, has its benefits.
Staw and Ross (1982) found that special praise is accorded to decision makers that stick
to their views and ignore advice, a phenomenon they termed the ‘hero’ effect.

In this paper, I investigate the effect of career concerns, defined here as an agent’s
attempt to prove her competence to an evaluator, on the efficiency of internal consulta-
tion processes within organizations. The reaction of careerist managers to other agents’

actions or messages is the subject of several theoretical and empirical studies, such as



Scharfstein and Stein (1990), Trueman (1994), and Chevalier and Ellison (1999). Simi-
Jarly, Prendergast and Stole (1996) analyze how managers in a market react to common
public prior. However, consultation within an organization is different from the trans-
mission of information across firms. In particular, at market environment managers
acquire information by observing the unsolicited actions of other agents. By contrast,
within an organization managers can choose whether to solicit additional information
from their colleagues. Even more significantly, internal communication between agents
may be unobserved by an evaluator. Thus, actions by one agent may contain information
about the ability of another agent, and can give rise to a strategic interaction between
agents - an interaction that does not arise in markets.

Let us consider as an example the following situation. A manager in a venture capital
firm is required to decide whether to invest in a new company. The manager collects
the relevant information, such as the new company’s business plan and background
literature on relevant markets. Based on her interpretation of this data, she forms
an opinion regarding the profitability of the investment. In a situation of uncertainty,
however, she could ask for the advice of an assistant or a colleague. The adviser provides
a recommendation based on his own independent research and interpretation. Now, if
the manager is only motivated by outcome concerns, she should gather costless advice
and follow it as long as it is more accurate than her own information. Assume, however,
that the manager is not only interested in reaching the correct decision, but also in
demonstrating her ability to an evaluator, be it her superiors or the firm’s shareholders.
This paper examines whether, in the presence of career concerns, the manager will still
choose to seek advice, whether advisers will provide truthful information, and whether
the advice will be used efficiently by the manager.

A simple model is introduced in order to answer these questions. A decision maker

has a private signal about the state of the world, and the accuracy of this signal depends



on her ability. An adviser also has private information whose accuracy depends on his
ability. The manager can choose whether to consult, and eventually takes an action
given the information she gathers. The adviser can choose which information to trans-
mit. An evaluator observes the state of the world, whether the decision maker chose to
consult, the direction (although not the accuracy) of the adviser’s recommendation, and
finally, the action taken. On the basis of these observations, the evaluator can assess
the quality of the adviser and the decision maker’s private information, which reflects
their respective abilities. The decision maker and her adviser are concerned about the
evaluator’s assessment of their ability as well as about the outcome of the action taken.
Thus, the decision maker’s actions form a costly signal on her type. The adviser’s mes-
sage is a cheap talk message to two audiences, fully observed by the decision maker and
partially by the evaluator.

The main results of the model are as follows. First, I consider the decision maker’s
choice whether to consult an adviser. I find an equilibrium in which able decision makers
prefer to act alone, while lower quality decision makers consult an adviser. An able
decision maker limits the amount of information that she gathers, even if it is costless,
because it allows her to signal confidence in her private information. This equilibrium
is sustained when decision makers are sufficiently concerned about the outcome. If
outcome concerns are weak, even less able decision makers will prefer not to consult.
This is so because they have no incentive to distinguish themselves from their more able
counterparts.

Second, I consider the decision maker’s use of the information provided by an ad-
viser. In equilibrium, all types of decision makers contradict their advisers excessively
and may take actions that run counter to their own information. This behavior may be

termed ‘anti-herding’.! This occurs because in equilibrium a relative performance eval-

1Herding is defined as the behaviour of decision makers who follow others’ recommendations while

ignoring their own information (Scharfstein and Stein (1990), Banerjee (1992)).



uation endogenously arises between the decision maker and her advisers. The decision
maker has an incentive to signal her own absolute ability by maintaining to be better
relative to the adviser, even though they are not in direct competition.? Contradicting
advice is a possible signal only when decision makers know their type. Otherwise, de-
cision makers can only signal their type by taking the correct decision, which leads to
herding behavior (see Trueman (1994), Ottaviani and Sgrensen (2000)).

Third, I allow for strategic behavior by the advisers. In equilibrium advisers moti-
vated by career concerns do not provide truthful information. This also is a result of the
relative performance evaluation that arises between decision makers and their advisers.
When a decision maker signals that she is able, she also reveals as a by-product that her
adviser is relatively less able. The adviser, who sends a cheap talk message, anticipates
this endogenous conflict and 1s unable to transmit truthful information credibly.

To summarize, the main finding of this paper is that consultation in the presence
of career concerns produces sub-optimal sharing of information. Decision makers tend
to act alone, and even when they do consult, they excessively ignore advice. Moreover,
advisers do not provide truthful information. The quality of advice is reduced and advice
is misused. These results imply that a share-holder or a principal who tries to identify
the most able managers to ensure better decision making in the future, faces an inter-
temporal trade-off, since current management becomes less effective. In the concluding
section I discuss how this trade-off can determine the optimal size of a committee or a
team of decision makers.

This paper proceeds as follows. In the next section I construct the model while

assuming that the adviser reports his information truthfully. Section 3 allows for strate-

2Effinger and Polborn (1998) examine relative performance evaluation in this context, but they
assume the advisers to be in direct competition for the same job. In my model, relative performance
evaluation arises even though the decision maker and her advisers are not engaged in any competition

or tournament.



gic advisers. Section 4 discusses an extension and section 5 concludes. All proofs are

relegated to an appendix.

2 The model

Consider a decision maker D, who must take an action, a. For simplicity, suppose there
are only two possible actions, a € {l, h}. This could represent a low or a high level of
investment. The appropriateness of each action depends on the state of the world w,
which is unknown and is realized only after the action a is taken. There are two possible
states, which, for the sake of brevity, are also denoted by [ or h. It is common knowledge
that each state can occur with equal probability. Let action | be appropriate in state !
and action h be appropriate in state h.

The decision maker receives a private signal s € {l,h} about the state of the world.
The informativeness of the signal depends on the decision maker’s ability. Let p represent
the ability (or type) of D. Decision makers differ in their abilities. This is reflected in
variation in the accuracy of their private information. In particular, the more able is
D, the more likely it is that her signal is reliable. That is, the probability that s = w
rises with p; specifically, Pr(s = w | w) = p. D knows p, which is drawn from a uniform
distribution on [.5, 1].

After the decision maker receives her signal but prior to taking an action, she can
choose to consult an adviser in order to gather another opinion.® By an adviser, I mean
an agent who has information about the state of the world, but no control rights over
decision making. The adviser, denoted by A, can therefore represent one of the manager’s
assistants or a colleague in the research department of the firm. Like the decision maker,
A recei\}es a private signal s € {l,h}. This signal reflects the way he interprets the state

of the world. The signal is accurate with probability pA, that is, Pr(s? = w | w) = p*. Let

3] assume that advice is costless. Time and resource constraints are caputred by the assumption

that the decision maker consults only- one adviser.



p* be drawn from a uniform distribution on [.5, 1]. The signals of the decision maker and
the adviser are conditionally independent. In order to focus on the behavior of careerist
decision makers, I assume in this section that the adviser transmits his information
truthfully. The next section relaxes this assumption and allows for a strategic adviser.
Thus, if the decision maker decides to consult, A transmits (s4,p?) privately to D.
Finally, given the information that she had accumnulated, the decision maker takes her

action a € {I,h}. Figure 1 presents the extensive form of the model.

Figure 1: The organizational form
D

" Consult ot Consult

D gains utility both from making an appropriate decision and from advancing her
career. For a meaningful description of career concerns, assume that there exists another
player, namely an evaluator E. If E believes that D is an able decision maker, she can
be rewarded with high wages or a promotion. We can think of E as representing a
higher-level executive or a share-holder in the firm who can promote the middle-level
manager D.

The decision maker tries to signal to E that she is able. E, on the other hand,
tries to guess the decision maker’s true type. E knows that p'is distributed uniformly
on [.5,1]. I assume that E observes the action a chosen by D), the realized state of the

world w and whether the decision maker consulted or not.* I further assume that the

4There are, obviously, some consultations which a manager or a decision maker can conduct secretly.

Here, however, we consider the effect of public consultations.
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evaluator can, at least partially, observe the adviser’s report. This is likely to occur if the
advice is a public document, such as a memo issued by one of the manager’s assistants.
Assume, for simplicity, that the evaluator can observe the recommendation, s4. but
not p*. In other words, E learns only whether the adviser was “for” or “against” D’s
action but not the adviser’s level of confidence in his recommendation. The evaluator
understands only the bottom line of a recommendation and not the lengthy explanation
of its accuracy. This is justified by either communication costs, bounded rationality, or
professional terminology that an evaluator is unfamiliar with.> Given these observations,
E updates his beliefs about p rationally. Denote E's posterior beliefs about p by 7.

Another useful piece of notation is an indicator variable I, where I = 1 if the action
taken by the decision maker is correct, i.e., a = w, and I = 0 otherwise. The objective of
D is to mazimize © + 6. The parameter §, 6 > 0, represents how much D cares about
taking the correct action in the current decision. # might reflect her discount rate; that
is, her preference for current income (e.g., if she gets a bonus for making the correct
decision) relative to future rewards.

The players’ strategies, and subsequently, the structure of the game, are as follows.
Given (s,p), D's strategy prescribes whether she consults A or not (recall that the deci-
sion maker does not observe the adviser’s signal or type prior to consultation). Then, if
she consults, her strategy determines which action a she takes given (s,p) and (s%, p?).
If she does not consult, her strategy determines which action a she takes conditioned
only on (s, p). The evaluator observes a,w, whether D has consulted, and s# if she does.
He then uses a belief function 7 to update his beliefs about the type p of D. The decision
maker and the evaluator are therefore the only players in the game.

I use the concept of a Perfect Bayesian Equilibrium to solve the model. PBE

5The assumption that s is observed by the evaluator, is an important assumption. I will discuss
later ways to relax this assumption. On the other hand, the assumption that p” is not observed is not

crucial. T will discuss later how the results are slightly modified when p? is observed.



means that D's strategies, conditioned on her information, are optimal at any decision
node given E's beliefs and that the evaluator’s belief function 7 is derived from D's
strategy using Bayes rule whenever possible. For the sake of interest, I will analyze
only informative equilibria, 1.e., equilibria in which the strategy of the decision maker
is responsive to her signal. Moreover, I will ignore any “mirror” equilibrium, i.e., an
equilibrium that takes an original equilibrium and switches each action from ! to h and
vice versa.

The equilibrium strategies can be described by cutoff points. Given a signal s, any
equilibrium will define the set of types p who consult, the set of types p that follow their
signal when they do not consult, and the set of types p that follow their signal given
(s4,p). Since the situation that I analyze is symmetric in the two states of the world, I
examine equilibria in symmetric strategies. This means that if a decision maker of type
p consults her adviser given s, she also consults her adviser given s’ # s. Similarly, if a
decision maker of type p does not consult and follows (contradicts) a signal s, she also
follows (contradicts) s'. And so on.’

To analyze the equilibria of the model we will use backward induction, i.e., we will
first analyze the decision maker’s actions in the ‘unilateral’ subgame, i.e., the contin-
uation game given that she had not consulted. We will then analyze her actions in
the continuation game subsequent to a consultation (since the evaluator observes the
decision whether to consult or not, these two continuation games are proper subgames
and we can analyze their PBE). Finally, we will analyze how the decision maker chooses

whether to consult or not.

6Formally, D’s consultation strategy is defined by ¢ : (s,p) — {0,1} where 1 signifies a conusltation,
D's action strategy upon conusltation is defined by ac : (s,p, s#,pA) — {l,h} and D’s action strategy
given no consultation, is defined by @ne : (5,p) — {I, h}. Note that since the strategies can be described

by cutoff points, mixed strategies are irrelevant. Then, for s’ # s and @' # a, symmetric strategies

SatiSfy C(S,p) = C(S/,p), anC(S7p) = a;w.c(sl>p) a‘nd aC(Svpa SAva) = a::(slvpvsAlva)'



I will concentrate on checking whether the decision maker behaves efficiently, i.e.,
whether she maximizes the probability that the right decision is taken. An efficient
strategy has D consulting A and taking the action that corresponds to the adviser’s
report, unless s? # s and pA < p. That is, the decision maker should always consult
and follow the adviser unless her own information is different and more reliable. An
alternative social goal may be the evaluator’s objective, which is to identify able decision
makers. If the process of identifying able decision makers induces the latter to distort
their actions, these two goals may be in a conflict. We will now check whether efficient
behavior can be sustained as an equilibrium phenomenon or whether such a conflict

arises.

2.1 The unilateral subgame

Consider the subgame in which the decision maker has to take an action unilaterally, i.e.,
she had not consulted her adviser. The only information she can condition her decision
on is (s,p). By Bayes rule, Pr(w = s|s,p) = p > .5. Thus, the efficient action in this
subgame is to follow the signal s.

The evaluator, who observes that the decision maker had not consulted and plans to
take an action unilaterally, believes that D's type belongs to some set of types U C [.5,1].
He can further refine his beliefs given the action a and the state w. By the assumption
that D's strategies are symmetric, the only important information for the evaluator 1is
whether D's action is successful or not. The evaluator has to use only the indicator I in
order to update his beliefs. The belief updating function 7 can be written as 7 : I — U.
Thus, 7(1) denotes the beliefs of £ when D takes the correct decision and 7(0) denotes
the beliefs of E on p when D fails to take the correct decision.

The decision maker has to decide, given her type p, whether to follow her signal or
to contradict it. If she follows s, her expected utility is pr(1) 4 (1 —p)m(0) +pb whereas

by contradicting she obtains (1 — p)m(1) + pm(0) + (1 — p)8. She therefore follows her
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signal if

pr(1) + (1 = p)m(0) + po > (1 — p)m(1) + pr(0) + (1 = p)F
The first lemma asserts that in equilibrium this condition is satisfied.

Lemma 1. When the decision maker does not consult there exists a unique equi-

librium in which every type of D follows her signal.

In equilibrium, when the decision maker’s action is the correct one, it implies that
her private information is relatively accurate. As a result, the Bayesian updating of
the evaluator yields (1) > 7(0). Taking the correct action becomes a signal that the
decision maker is able.

Thus, despite the career concerns of D, the unique equilibrium in this subgame is
officient. The reason is that D does not possess a rich enough set of tools to allow for
distortionary signaling. The only way with which she can prove her ability is by taking

the correct action, an incentive which coincides with her outcome concerns.

2.2 The consultation subgame

I now analyze how the decision maker’s choice of action responds to advice. More
specifically, I check whether each of the decision maker’s types puts proper weight on
the advice that she receives, when considering which action to take. Recall that the
efficient course of action is to follow the adviser unless s4 # s and p? < p.

The evaluator, who observes that the decision maker had consulted her adviser,
believes that D's type belongs to some set of types C C [.5,1]. To further refine his
beliefs, the evaluator has to consider how decision makers of different abilities use the
information conveyed to them by their advisers. Formally, define another indicator,
I#, where I* = 1 if the adviser’s recommendation proves correct about the true state
of the world, and I4 = 0 otherwise. By restricting D's strategies to be symmetric,

the updating function 7 depends only on whether the decision is correct and whether
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the adviser has agreed with it, ie., m : I X [A — C. For example, m(1,1) are the
beliefs of E if the decision maker took the correct action (I = 1) after the adviser had
provided a correct recommendation (I A =1). Similarly, 7(1,0) means that D took the
correct action despite faulty advice. And so on. When the decision maker’s action and
the adviser’s recommendation coincide, we say that the decision maker followed the
adviser’s recommendation. When the action and the recommendation do not coincide,
we say that the decision maker contradicted her adviser.

What is the equilibrium behavior of the decision maker in this subgame? Some in-
tuition suggests the following. If the decision maker takes an action that is similar to the
adviser’s recommendation, she reveals that she might have relied on his recommenda-
tion and therefore that his information may have been more accurate than her own. The
evaluator may therefore infer that the decision maker’s information is less accurate than
the average. If, however, the decision maker contradicts her adviser’s recommendation,
she suggests that her own information was at least as accurate as his. The evaluator may
believe in this case that the decision maker has access to more accurate information than
the average. Thus, a decision maker could signal her own absolute ability by claiming
(by her actions) to be superior to her adviser.

This argument suggests that the decision maker may have an excessive incentive to
contradict her adviser. Let us consider for which recommendations (54, p*) of the adviser
a decision maker with private information (s, p) would choose to contradict advice. There
are two cases to consider: (i) the adviser’s signal opposes that of the decision maker; (ii)
the adviser’s signal coincides with that of the decision maker.

Suppose that sA % 5. Then D will opt to contradict her adviser if the expected

utility from doing so exceeds that from following his advice, i.e., if:

Pr(w=s|s,p, s*,p*)(m(1,0) + ) + Pr(w = s'|s,p, s4,p")m(0,1) >

Pr(w=sls,p, ", p)(0,0) + Pr(w = s'ls,p, %, p*)(w(L,1) +0)

11



where by Bayesian updating,

p(1 —p?)
p(l —pA) + (1 —p)p*

Pr(w = s|s,p, sA,pA) =

Rearranging terms, I find that D contradicts her adviser if

k
A<____p.__ (1)

p* < :
kp+(1—p)

7(1,0)-m(0,0)+6

FTD=r(O1)10" Loosely speaking, k measures the relative gain of contradicting

where k =
advice vis-a-vis following it. When k is positive, the RHS of equation (1) increases with
p, implying that relatively able decision makers will more often contradict their advisers.
These able types have the greatest incentive to contradict an adviser, because most of
the adviser’s recommendations are less accurate than their own. This is the reason why
contradicting the adviser may become a signal of the decision maker’s ability.

Now suppose that sA = 5. In this case, when the decision maker contradicts her
adviser, she also acts counter to her own information. Here, all available evidence
points to s as the appropriate action. Why then would the decision maker ignore this
preponderance of evidence? The answer is that the reputation gains from contradicting

the adviser may be higher than the gains from taking the seemingly correct action while

appearing to follow the adviser’s lead. Thus, D contradicts the adviser if

Pr(w=sls,p, sA,pA)w(O, 1) + Pr(w = §'|s, p, sA,pA)(ﬂ'(l,O) +6) >

Pr(w=sls,p, s4,p%)(7(1,1) + ) + Pr(w = §'|s, p, s4,p*)7(0,0)

I can rearrange terms again to show that D contradicts her adviser if

A < k(1 —p) (2)

S .
k(1—p)+p

When k > 1, some types of decision makers satisfy equation (2) and contradict the
adviser even though their own information agrees with the adviser’s recommendation.

Since the RHS of equation (2) decreases with p, the less able is the decision maker, the

12



more often she contradicts the adviser. The reason that the less able decision makers
have the greatest incentive to contradict advice when s = s4 is that the information
these decision makers have access to is least decisive. In other words, these less able
decision makers are not confident about what is the correct action to take, so they opt to
contradict advice in order to mimic able decision makers who trust their own information
and usually ignore advice.

Of course, the evaluator, being rational, can anticipate this behavior and may realize
that a decision maker who contradicts advice is not necessarily an able one. Moreover,
if he observes a decision maker who contradicts advice while taking the wrong action, it
may be more probable that she is a less able type who has satisfied equation (2). This, in
return, discourages all types of decision makers from contradicting any recommendation,
and fixes a level of contradiction that can be sustained in equilibrium.

An equilibrium in the consultation subgame is defined by equations (1) and (2)

7rk(1,0)—1rk(0,0)+6
ﬂ'k(l,l)—ﬂ'k(o,l)—{-e '

and a fixed point of the equation k& = These equations capture the
requirements that D behaves optimally given the beliefs of the evaluator, and that the
beliefs of the evaluator are derived from D's strategy which is characterized only by k.

We are now ready to characterize the equilibrium:

Proposition 1. When the decision maker consults her adviser, any equilibrium
is characterized by k>1, i.e., decision makers contradict their advisers excessively and

somnetimes act counter to their own information as well.

The equilibrium strategy is illustrated in Figure 2a for the set of types C = [.5,1].
It therefore describes the equilibrium when the decision maker always consults. For
comparison, the efficient strategies are depicted in Figure 2b (the efficient strategies
correspond to k = 1). In these figures, I depict the strategy for each type p given the
signal s (by symmetry it is enough to describe it for one signal only). The z—azis depicts

the decision maker’s ability p € [.5, 1]. The y—azis depicts the possible recommendations
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of the adviser so that as we go up the y — azis, the probability that w = s increases; In
the upper half of the figure, the adviser recommends s? = s, for variable reliability levels
p#, which range from .5 to 1. In the lower half of the figure, the adviser recommends
s4 = ¢ # s, i.e., he receives a signal which opposes the decision maker’s signal but as we
go up the y — axis, the reliability level of the adviser decreases from 1 to .5. The figures
show that any type of the decision maker contradicts advice excessively compared to the
efficient strategies but that the less able types distort their actions more often. Hence,

the more able is the decision maker, the more likely it is that she takes the correct action.

Figure 2a: Equilibrium strategies Figure 2b: The efficient strategies
p'=1
a=s - - a=Js
=5
a=s’
p"=.5
a=gs a=s
=5
a=s a=s’
pA=] 1 -
3 P 1 S5 P 1

In the equilibrium of the consultation subgame, contradicting an adviser while tak-
ing the correct action is a signal for high ability. This is so because able decision makers
are likely to receive more accurate signals than their advisers. On the other hand, taking
the correct action enhances reputation regardless of the adviser’s recommendation be-

cause it indicates that the decision maker has received, on average, a correct signal.” As

TThe equilibrium feature that reputation is greater when the decision maker takes the correct action,
implies that even if the decision maker has no outcome concerns and her actions are cheap talk messages
on her type, i.e., when § = 0, informative actions are possible ir.1 equilibrium and Proposition 1 holds as
well. The information held by the evaluator about the state of the world disciplines the decision maker

and creates endogenous costs to different actions.
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a result, the decision maker faces a trade-off; contradicting advice pays off if she man-
ages to make the right decision, but is also risky. The risk increases with the adviser’s
accuracy. On the other hand, if she follows advice, she utilizes more information and is
more likely to make the right decision. But, she also forgoes the opportunity to mimic
able decision makers who tend to ignore advice.

The solution to this trade-off depends on the relative abilitles of the decision maker
and her adviser. Able decision makers follow any advice when p? is sufficiently high and
contradict advice when s4 # s, for relatively low pA. On the other hand, the less able
decision makers follows any advice if p is sufficiently high and contradict any advice if
p? is relatively low, since in this case they have a good chance to take and right action
and ignore advice at the same time.

We therefore reach the following conclusions. Since contradicting advice signals high
ability in equilibrium, all types of decision makers excessively contradict their advisers.
Decision makers are tempted to show their ability by taking an action that opposes
their advisers’ recommendation. Contradicting advice can arise as a signal on ability
only when decision makers know their type (as in Trueman (1994)). Otherwise, they
cannot claim that it is better than someone else’s type. In other words, when decision
makers do not know their type, they can signal it only by taking the right decision.
This incentive induces them to follow informative recommendations while ignoring their
own information, which is termed herding behavior (see Scharfstein and Stein (1990),
Ottaviani and Sgrensen (2000)). Accordingly, I find that decision makers who know
their type, may engage in ‘anti-herding’ behavior. When advice is relatively not reli-
able, less able decision makers contradict any recommendation while ignoring their own
information.

In fact, figure 2a reveals that both herding and anti-herding may coexist in equilib-

rium. Since taking the correct decision still enhances reputation, the trade-off between



the reputational benefits of taking the correct action and contradicting advice deter-
mines the level of equilibrium herding and anti-herding, as exercised by the less able

decision makers.

Remark 1: What if the evaluator can observe p4? this situation corresponds for
example to the case in which the evaluator and the adviser are one agent, e.g., if the
manager has to consult her supervisor, who is also responsible for her promotion. I
can show that in the unique equilibrium, the decision maker excessively contradicts her
adviser, but only when s # sA. When s = s, as opposed to the result in Proposition
1, advice is always followed. To see the intuition for this altered result, note that when
p* is observed, it is only the less able types who contradict advice when s = s#. Thus,
when p# is not observed, these types find it harder to pool themselves with the more
able types who contradict advice only when s # s,

Remark 2: The public nature of recommendations, i.e., the ability of the evaluator
to observe s, is a key assumption in this model. If £ cannot observe s4, the decision
maker can signal her type only by taking the correct decision, which induces her to
behave efficiently. I can weaken the observability assumption and assume instead that
the recommendation is verifiable (i.e., ‘hard’ evidence which can be concealed but not
misrepresented) and that it is revealed to the evaluator only if the decision maker wishes
to. I can then show that there exist equilibria of the modified model with full revelation
of recommendations: if the decision maker contradicts the adviser, she has an incentive
to reveal the advice given to her because it indicates her superiority. This corresponds
to a manager presenting her case in the share-holders or higher-level executives meeting,
showing the memo of her assistant, with its bottom line: “we should not invest”, while
claiming: “I think that we should invest”. A decision maker who does not reveal what
she was told, is perceived as an advice-follower in this equilibrium. Thus, all relevant

information can be extracted by the evaluator and our results are sustained.



The main result of the consultation subgame is that a relative performance evalu-
ation competition emerges endogenously between the decision maker and her adviser.
This competition creates an incentive for the decision maker to downplay the contribu-
tion of the adviser to the joint decision making process. This allows her to claim that
her own information was sufficient and decisive. This endogenous competition will turn
out to affect also the adviser’s recommendations when we allow for a strategic adviser.
But first, we complete the analysis of the model by proceeding to analyze the decision

maker’s choice whether to consult.

2.3 Choosing whether to consult

In the first stage of the model, the decision maker has to decide whether to consult
her adviser or not, anticipating her equilibrium behavior and rewards in the subsequent
stages. The previous analysis showed that when consulting, the decision maker distorts
her actions in order to signal her type. We should therefore ask whether consulting an
adviser is the efficient action at the first stage of the game, or maybe the probability
of taking the right decision is higher in the unilateral subgame. The answer to this
question is ambiguous, since the level of distortion depends on the value of k, which in
turn depends on which types consult an adviser in equilibrium. The question of whether
consulting is more efficient than acting on your own is endogenous in the model. How-
ever, for sufficiently high values of 8, I can verify (Lemma 3 in the appendix) that in
any equilibrium the probability with which the decision maker takes the correct action
is still higher in the consultation subgame, even though she abuses the adviser’s infor-
mation. Thus, if outcome concerns are strong enough, the efficient action is to consult
the adviser. In order to compare equilibrium results with efficiency, I will restrict the
analysis in this section to this range of values of 6.

An equilibrium in the model is defined by an equilibrium in each of the subgames

as described in the previous analysis, calculated given some beliefs of E that a type p
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that consults belongs to the set C' C [.5, 1] and a type p that acts unilaterally belongs to
the set U = [.5,1]\C, and by the condition that a decision maker of type p € U prefers
to act unilaterally and a decision maker of type p € C prefers to consult, anticipating
her expected utility in each of the subgame’s equilibrium.

The goal in this section is to determine whether the act of “going it alone” can
emerge as an endogenous signal about the decision maker’s ability. Why might the
decision by D not to consult signal high ability? If D decides not to gather additional
information, she reduces the likelihood of taking the appropriate action. But taking the
correct action based only on her own information, is a more challenging test than doing
so after collecting advice. The willingness of a decision maker to impose this test upon
herself may show that she puts faith in her own private information.

Once D consults an adviser, she can no longer credibly claim that she could as easily
have relied on her own information. However, as I showed previously, by challenging
the adviser’s suggestion, she may indicate that she had access to information at least
as good as that of the adviser. Thus, D’s decision whether to consult or not and her
choice of how to use the advice she obtains can both serve as signaling devices. The
question that arises is which form of signaling emerges in equilibrium. To answer this
question, the next Proposition analyses equilibria in which some decision makers consult

and some do not.

Proposition 2. For sufficiently high values of 8, any equilibrium in which some
types of decision makers consult advisers and others do not, is characterized by a cutoff
point p € (.5,1). If p> P, D does not consult and follows her own signal. If p < p, D

consults an adviser but excessively contradicts his advice.



Figure 3: The equilibrium strategies
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Both types of signals emerge in equilibrium; the decision maker distorts her actions
by not consulting and by contradicting advice. However, these signals are also endoge-
nously ranked. In particular, failing to consult an adviser is a signal that the decision
maker is one of the most able ones, whereas contradicting advice signals moderate ability.

The reason for this ranking is as follows. If reputation for acting unilaterally is
low, then none of the decision maker’s types would follow this route, \;vhich is inferior to
consultiné both in terms of career and outcome concerns. However, if a decision maker
who acts unilaterally is highly praised, then able decision makers are willing to acquire
this reputation. This comes to them only at a small cost; the probability that they
would fail to take the right decision is limited because they have precise enough private
information. This insures the consistency of the evaluator’s beliefs and establishes the
act of “going it alone” as the most powerful signal on ability.

Contradicting an adviser provides another signal, which is, endogenously, ranked
second. The decision maker consults an adviser because she does not feel confident
enough to take the risk of making a decision without first checking the adviser’s informa-

tion. But, once the decision maker learns the adviser’s recommendation, she sometimes
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can claim to have the better information. Thus, contradicting an adviser provides an
indirect signal; when D consults an adviser, she does not know ahead of time whether
she will end up following his recommendation or contradicting it.

As stated in the Proposition, the equilibrium is sustained only when outcome con-
cerns are sufficiently meaningful. These concerns provide an incentive for the less able
types to aggregate more information. Otherwise, these types would not be willing to
distinguish themselves from the more able types and will rather mimic them by acting

unilaterally.

Remark 3: In the equilibrium characterized in Proposition 2, the more able types,
who act unilaterally, behave inefficiently. As a result, some of them take the right
decision with a lower probability than their lesser able counterparts. To see that, note
that type p, who is indifferent between consulting and acting unilaterally, receives higher
reputation when she does not consult than when she does. To counter that, she must
gain utility in the form of # and take the right decision with a higher probability when
she consults. This means that in the neighborhood of p, the types below p take the
right action with a higher probability than the types above p. This finding seems to
be inconsistent with the evaluator’s objective to isolate the more able types; it is not
necessarily the case that these able types take better decisions. However, I believe that
we should view the problem raised in this paper in an inter-temporal context. Career
concerns probably exist when managers are young and inexperienced. As time goes by,
more information is accumulated about these managers and their type is revealed. Their
incentive to prove it becomes superfluous. Thus, an evaluator who tries to identify able
decision makers knows that his objective may induce these able decision makers to take
worse decisions than their lesser able colleagues in the short term. But, that it would
prove beneficial in the long term, once career concerns dissolve. I will further discuss

this inter-temporal trade-off, and ways to resolve it, in the concluding section.



Remark 4: The analysis reported in Proposition 2 had focused on the range of high
values of 8. Although we cannot tell what is the efficient course of action when 6 is low,
i.e., whether it is consulting or not, we know (see claim 1 in the proof of Proposition
2) that the results are not reversed for low values of §. Namely, it is not the case that
consulting an adviser indicates the highest ability.

The analysis had also focused on equilibria in which some decision makers consult
and some do not. Can other equilibria exist? An equilibrium in which all types of
decision makers refrain from consulting can exist only for low values of 6. Otherwise,
the least able types prefer to gather information to increase the probability that they
make the correct decision, even at the cost of losing some reputation. On the other
hand, an equilibrium in which all types consult exists for all values of §. For example, if
the evaluator believes that a decision maker who fails to consult is the least able type,
then all types of D are forced to seek advice to avoid the harsh judgment (and loss of
valuable information). The equilibrium strategies when all types consult are as depicted
in figure 2a. However, for sufficiently high values of 6, this equilibrium does not survive
the intuitive criterion. Able types would find it profitable to deviate and not consult

because E's beliefs must dictate that only able types would take the risk of doing so.

The main prediction of this section is therefore that decision makers do not nec-
essarily aggregate the efficient amount of information. The decision-maker may limit
the amount of information that she gathers, even if this information is costless. Ca-
sual observations suggest that sometimes managers and politicians are known to act on
their own. The model explains why they choose to do so; these “authoritarian” decision
makers are rewarded with high reputation for being capable.

The model may also suggest that in a more general setting, the number of consulted
advisers can serve as a signal on managerial ability. It is reasonable to conjecture that the

more able managers would consult fewer advisers, and by doing so, show off their reliance



on their own private and accurate information. Thus, even if it would be possible in
terms of resources to consult an unbounded number of advisers, decision makers would
restrict the number of advisers they consult and thus under-utilize readily available

information.

3 Careerist advisers

Advisers themselves may be motivated by career concerns. If the advisers are the em-
ployees of the research department of the firm or of a consulting firm, reputation is their
main asset. If the adviser is the manager’s assistant or colleague, he probably wishes,
as the manager does, to be perceived as an able employee who is likely to be promoted.

I now relax the assumption of a sincere adviser and consider what kind of recom-
mendations careerist advisers provide. Specifically, I examine how the strategic behavior
of the decision maker affects the information transmitted by advisers, when the latter
can withhold information from her.

Assume therefore that the adviser is interested in convincing the evaluator of his
accurate private information. Let 7# denote the posterior belief of E on the reliability
p* of A. Thus, once an adviser is consulted, his (sequentially rational) strategy is set
to maximize 74 + 641, where 64 > 0 describes the outcome concerns of the adviser.
Since the adviser does not have to report his information sincerely, he uses a message
function that describes which recommendation and reliability level he reports given his
true signal and its accuracy. The adviser, not only can misrepresent his signal, but also
can misrepresent the accuracy of his information.

In equilibrium, the evaluator’s belief updating functions, = and A IxI4 — [5,1],
are derived from the consultation and action strategies of the decision maker and from
the message function of the adviser, given the appropriateness of the decision maker’s
action and whether it coincides with the adviser’s recommendation or not. Note that if

the decision maker does not consult, the beliefs of E on the type of A must remain the
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prior beliefs, i.e., that p is distributed uniformly on [.5,1]. The reason is that when D
chooses whether to consult, she has no information about A’s type and therefore cannot
condition her actions on it.

The model with a strategic adviser becomes then a two-level message game. The
first level, consists of the decision maker sending, by her actions, a message on her ability
to the evaluator. The second level, consists of the adviser sending a cheap talk message
about his ability, that is observed both by the evaluator (partially) and by the decision
maker.® In the seminal paper about cheap talk games by Crawford and Sobel (1982),
a sender transmits information to a receiver who has no information at all regarding
the state of the world. The sender and the receiver may have conflicting preferences
regarding the action that the receiver should take, given each truthful message of the
sender. In my model, the second level message game between the adviser (sender) and
the decision maker (receiver) is a cheap talk game generalized for the case of an informed
receiver, since the decision maker in the model has information about the state of the
world. Therefore, the sender and the receiver may have conflicting interests regarding
the strategy the receiver should use (i.e., the action given each (s,p)) and not regarding
some specific action.

Why would the adviser opt to misrepresent his information? Evidently, it must be
to affect the actions that the decision maker takes given his recommendation. These
actions shape the evaluator’s belief about the adviser’s type. The decision maker’s
actions may contain information about the reliability of the adviser, and as a result, the
evaluator may attribute different beliefs to an adviser whose advice is followed compared
to one who is contradicted.® The adviser may therefore possess preferences regarding the

decision maker’s strategy. He may prefer, for example, that a type (s, p) would contradict

8The second level message game takes place only if the decision maker consults her adviser.
9This is a consequence of the assumption that the adviser’s message about his reliability is observed

only by the decision maker.



his advice and that a type (s',p') would follow it. In equilibrium, although the adviser
does not know (s,p), he can compute the expected action taken by the decision maker
given any of his reports. If for some reports this expected action does not accord with
his preferred action, the adviser may lie and manipulate the decision maker to take the
action that best promotes his interests.

A priori, the model does not entail a conflict between decision makers and advisers.

However, such a conflict is generated endogenously as described in the next Lemma.

Lemma 2. If in equilibrium the adviser transmits truthful information, then
74(1,1) > 74(0,1) and ©4(0,0) > 74(1,0), i.e., the adviser receives greater reputa-

tion when his advice is followed than when it is contradicted.

Lemma 2 relies on the decision maker’s behavior when recommendations are truth-
ful, as described in Proposition 1. It establishes that when the decision maker contradicts
advice and proves that she is able, she also shows as a by-product that she has consulted
a relatively unable adviser. Since the decision maker has an excessive incentive to con-
tradict, the adviser, to protect himself, must prevent the decision maker from signaling

her ability at his expense. This incentive yields our next result.
Proposition 3. There is no equilibrium with truthful information revelation.

In equilibrium, the adviser does not necessarily fool the decision maker to the extent
that she follows his advice more often than she should. However, his incentive to lie
reduces the amount of information that he is able to credibly transmit.

It is clear, following Crawford and Sobel (1982), that if the adviser were allowed to
send a message about his reliability to the evaluator, he could not have sent any credible
messages, since poor-ability advisers have an incentive to fool the evaluator. The above
result shows that the adviser cannot even send truthful information about his reliability

secretly to a third party, namely the decision maker, whose action is observed by the
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evaluator.

I do not fully characterize the equilibria of the model with a strategic adviser but
construct equilibria which maintain the nature of the previous results. For example, for
sufficiently high values of 6, there exists an equilibrium analogous to the one described
in Proposition 2; the most able decision makers do not consult while the less able deci-
sion makers consult. The next proposition describes another equilibrium, in which the

decision maker always consults.

Proposition 4. For all values of 8 and 04 there exists an equilibrium which is
characterized by a cutoff point B, p € (.5, E;(p*)). If p > P, D consults but ignores
advice and follows her own signal. If p < p, D consults and follows advice. The adviser

does not send meaningful messages about his reliability but just reports his signal sh.

In this equilibrium, when the decision maker contradicts advice, it is evident that her
type is above § because all types below  simply follow advice. Thus, contradicting an
adviser still arises as a signal for high ability even in the presence of strategic advisers.
In accordance with the previous results, the adviser is contradicted excessively; the
efficient strategy is to contradict if p > E,(p*), but the decision maker does so for some
p < Ex(p?).

The adviser does not send any meaningful messages about his reliability in this
equilibrium. Therefore, the actions of the decision maker do not reveal anything to the
evaluator on the adviser’s type beyond what the adviser’s messages themselves reveal.
Since the adviser is believed to report his signal s4 truthfully, he is judged only by
the correctness of his prediction and receives higher reputation for the right guess. This
induces him to report his signal truthfully. This incentive also coincides with his outcome
concerns since when his recommendation is not ignored, it is followed, and the adviser
rather lead the decision maker in the right direction.

To summarize this section, the main finding is that consultation in the presence
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of career concerns elicits low quality of information. Although the career concerns of
the adviser are not conflicting with those of the decision maker, in the sense that they
are not competing for the same job, his personal career concerns provide him with a

sufficient incentive to conceal his information from the decision maker.

4 Extension: choosing an adviser

In many organizations, the decision maker or the manager may be able to choose among
advisers of different qualities. The manager may know that one of her assistants spe-
cializes in some fields whereas in other fields the research department is more likely to
provide a knowledgable recommendation.

Consider therefore the following variation of the model, in which instead of the
first stage choice between consulting and not consulting, the decision maker chooses
between consulting A and consulting B, which stands for a bad quality adviser. Let
us consider the case of sincere advisers. Assume, for simplicity, that the bad adviser’s
information is of the lowest possible accuracy, so that consulting a bad adviser amounts
to not consulting at all in terms of information value. Which type of adviser will the
decision maker consult?

If the evaluator can observe the type of each adviser, the model reduces to the one
that we analyzed. Consider therefore the case in which the evaluator cannot observe the
type of the consulted adviser (the evaluator still partially observes the recommendation
transmitted). It seems that there is no incentive to consult the bad adviser since the mere
act of consulting him is not observed so it cannot serve as a signal. Moreover he does not
provide valuable information. However, in a companion working paper (Levy 2000), I
show that in any equilibrium, the bad adviser is consulted. The incentive to consult the
bad adviser is an implication of the relative performance evaluation that is created in
equilibrium upon consultation. Since the decision maker signals her ability by comparing

herself with her adviser and in particular by contradicting his advice successfully, she
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finds it sometimes easier to be compared with an inferior challenger. By hiring a bad
adviser, who is more likely to err, the decision maker can more comfortably use the
signal of contradicting advice.

To conclude, the endogenous competition between decision makers and advisers
induces decision makers to consult inefficient sources of information although efficient
sources are available. We therefore identify another rationale for decision makers to

restrict in advance the amount of available information.

5 Discussion and concluding remarks

In this paper, I have shown how consultation may be inefficient when agents have career
concerns. Decision-makers tend to restrict in advance the amount of information that
they gather by not consulting available advisers. Once they do ask for advice, their
advisers conceal information from them and in any case, decision-makers tend to ignore
advice too often. Career concerns result therefore in sub-optimal sharing of information.
In some environments, the usual tools for correcting inefficient behavior cannot prevail.
If the preference parameters (4, GA) are unknown, contracts cannot restore efficiency.

In a dynamic environment, which is suppressed in this paper, it is reasonable to
assume that career concerns diminish over time. The reason is that as time goes by,
enough observations are accumulated about the decision-maker’s type, which therefore
becomes known. In light of this, I suspect that the results in this paper apply more
often to inexperienced managers that have just finished their MBA studies, than to
senior managers.

This reasoning reveals an inter-temporal trade-off that a principal or an evaluator
faces. Once he identifies able managers, their career concerns diminish and better man-
agement is ensured. However, in the process of identifying these able decision makers,
current management is relatively poor and risky decisions are taken. Could the evalu-

ator mitigate this trade-off by, for example, using other methods of evaluation? If the
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evaluator updates his beliefs on the basis of successful outcomes only, while disregarding
actions such as following or contradicting advice, then the decision maker is motivated
to behave efficiently both through her outcome and career concerns. Thus, efficient de-
cisions are taken and at the same time some information is revealed about the decision
maker’s type. However, in most markets and institutions, the evaluator is unable to
commit to ignore available information that is relevant for his belief updating process.
Ex-post, the evaluator prefers to use information about whether the decision maker had
followed advice or not. The decision maker realizes this and distorts her actions accord-
ingly. The model identifies therefore another case in which too much information hurts
the principal (for other cases see Meyer and Vickers (1997), Cremer (1995)).

Finally, if commitment to ignore individual messages is possible, then the model
points at tools that may better solve the inter-temporal trade-off. Specifically, the model
suggests the advantage of treating the decision maker and her adviser as one unit. In
other words, if agents would be promoted as a team, and the team’s reputation would
matter instead of the individual one, information would be shared optimally among the
team members. The drawback of this procedure is that the evaluator or the principal
would not be able to learn about individuals and would forgo the opportunity to break
teams and create better ones. This trade-off, between good decisions in the future
(which is enhanced if incompetent decision makers are replaced) and good decisions
in the present (which is achieved if replacement is impossible and hence information
is shared optimally), could determine the optimal size of a decision-making team or a

committee.
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Appendix

Some preliminaries:

Let g(p) and §(p) denote continuous and twice differentiable density functions on
p € X C R A sufficient condition for [, pg(p)dp > [ p3(p)dp is the monotone
likelihood ratio property (MLRP), i.e

for all p > p/, with a strict inequality for at least some p > p’ (see Milgrom (1982) for
the proof that MLRP is a sufficient condition).

When D consults an adviser for p € X, the updated beliefs of E are of the form
w(I,1%) = [, pg(pll, I#)dp, where g(p|I, I*) is the posterior density function of p, given

the observed history (I, I*4). Specifically, by Bayesian updating,

Pr(I,I*|p)f(p)
[ Pr(I,I4]p) f(p)dp
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g(p|I,I*) =



where Pr(I, I4|p) is the probability that some history (I,1*) is observed given p and
f(p) is the prior distribution over p € X.

Let D consult A for some values of p € X and behave according to equations (1) and
(2) in the text, i.e., when s4 # s, D contradicts advice if p# < kﬁ%—;)_) and if s4 = s,
she contradicts advice whenever p# < ﬁ{%. Then, D's strategy depends only on the
parameter k. Assume that £ knows D's strategy and updates his beliefs accordingly.
D's strategy is continuous in k, implying that E’s updated beliefs are continuous in k.
Using the MLRP, I can show that:

(i) For all k > 0, m(1,1) > x(0,0) and =(1,0) > x(0,1).

(ii) For 0 < k < 1, (1,0) > 7(1,1) and «(0,1) > 7(0,0).

(iii) For k — oo, w(1,1) > m(0,1).

To exemplify the nature of the proofs (which are not complicated but still tedious

and therefore omitted), consider (ii). To see that 7(1,0) > «(1,1), by MLRP, we need

to show that for p > p/,

g(pl1,0) _ g(p1,1) Pr(1,0p)f(p) Pr(1,1|p)f(p)
g@|1,0) = g(p|1,1)  Pr(1,0lp)f(¥) ~ Pr(1,1p)f(P)

and therefore it suffices to show that —i{% increases with p.1° These updated probabil-

ities are simple expressions, such as Pr(1,0[p) = p [* & (1 — p*)f(p*)dp for p > 135
kp+(1-p)
and 0 otherwise when 0 < k£ < 1.
Proof of Lemma 1:
Assume that equilibrium beliefs satisfy 7(1) > #(0). Then the decision maker must
follow her signal in equilibrium because pr(1) + (1 — p)(0) +pf > pm(0) + (1 —p)m(1) +

(1 —p)§. Then,

_ Pr(1ip)f(p) 0d 7(0) = Pr(0lp)f(p)
”(”‘/UprPr(np>f(p>dpdp’a dn(0) /UprPr<otp>f<p>dpdp

for Pr(1|p) = p, Pr(0|p) = 1 — p and f(p) is uniform over U. It is easy to see, using the

0Pr(.,-|p) depends on k. Whenever no confusion is created I omit the index k.
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MLRP, that indeed m(1) > 7(0) and therefore the equilibrium described in the lemma
exists. Note that the expected utility of D, p(w(1) —7(0)+8)+(0) is linearly increasing
in p.

Assume now that (1) < m(0). When § is sufficiently high, the decision maker
would still follow her signal for all p. Therefore, the beliefs are as stated above, inducing
m(1) > m(0), a contradiction. When @ is sufficiently low, a “mirror” equilibrium can
exist, in which all types of D contradict their signal. These types of equilibria exist as
long as the meaning of messages is not fixed and I disregard them. Finally, assume that
7(1) = 7(0). For such beliefs to be rational in an informative equilibrium, it must be

that the decision maker’s strategy is not monotone in p, which is impossible for 6 > 0.

Proof of Proposition 1:

An equilibrium is determined by a fixed point to the equation k = hg(k) = %’
and equations (1) and (2) that describe D’s behavior in equilibrium given k. To prove
the proposition, we have to show that in an informative equilibrium a fixed point exists
and that its value k satisfies £ > 1.

If k < 0, then all types of D must either contradict the adviser or follow the adviser
which cannot constitute an informative equilibrium. Consider therefore the case of k > 0
where both the denominator and the nominator of hy(k) are positive (otherwise, it is a
“mirror” equilibrium). By the preliminaries, hq(k) is continuous, hg(k) > k for all & < 1

and for k — 00, hg(k) < k. Therefore, for all values of # > 0, a fixed point k = he(k)

exists and must admit £ > 1.1

Lemma 3. For sufficiently high values of 6, a decision maker of type p takes the
right decision with a greater probability when she consults an adviser than when she relies

only on her private information.

Proof of Lemma 3:

. . . . k .
Given some level of k > 1, a decision maker with a type p > 175 contradicts A only
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when s* # s and p4 < and follows advice otherwise. Although the contra-

—kp
kp+(1-p)’
diction level is excessive, the probability of taking the right action is higher compared
to acting unilaterally (which amounts to contradicting advice for all values of p? when
s4 #£ s, and following advice whenever s* = s). We need therefore to consider all types
p < 1%, who contradict advice also when s# = s. Thus, the gain (relative to act-
ing unilaterally) from following advice sometimes when s* # s may be outweighed by
the loss from contradicting advice also when s# = s. The greater is the value of k in
equilibrium, the greater is this loss as equations (1) and (2) imply. According to these
equations, when k — 1 the decision maker’s behavior upon consultation converges to the
efficient behavior, thereby dominating acting unilaterally. When k£ — oo, the decision
maker almost always contradicts advice, rendering consulting less efficient than acting
unilaterally. Thus, there exists a cut-off value of k, k, such that if in equilibrium k& < k,
consultation is the efficient action relative to acting unilaterally. Finally, note that the
9+.5

value of k in equilibrium is bounded. That is, k = he(k) < §=32. Moreover, the equilib-

rium value of k decreases with 6, because whenever k > 1, %géﬂ < 0. Therefore, for all

Lo}

>l

6 > 6, consulting an adviser is the efficient action where 8 is defined by k= -

LY

Proof of Proposition 2:

If the decision maker does not consult an adviser, she follows her signal, as in
the proof of Lemma 1. Her expected utility EU (p) is therefore a linearly increasing
function in p. When she consults an adviser, it is easy to show that her expected utility,
EUA(p), is an increasing convex function. Therefore, if there exists an equilibrium in
which some players consult and some do not, there can be at most two types who are
indifferent between consulting and not consulting, p € [.5,1) and p € (p,1] where D
does not consult for p € [p,]. Namely, U = [p, p] and C = [.5,1) U (p, 1}. The following

conditions must hold, where at least one of the inequalities has to be satisfied with an



equality:!?

(1) EUA(p) > EUN (p), with equality if p < 1,

(1) EUZA(p) < EUN (p), with equality if p > .5,
7(1,0) — 7(0,0) + 6
7(1,1) —7(0,1) + @

(i#) k=

I will now prove three claims that establish the result.

Claim 1: For all 0, the least able types must consult in equilibrium.

Suppose to the contrary that there exists an equilibrium with p = .5. To sustain an
equilibrium in which some types do consult, it must be that < 1 so that condition (i)
must be satisfied with equality. However, the evaluator observes consultation. Thus, a
decision maker that does not consult is believed to be in the open interval (.5,7) and a
decision maker that consults is believed to be in the open interval (g, 1). Since a decision
maker that consults can always ignore advice and follow her own signal, it is a profitable

deviation for any p to consult. Thus, p > .5.0

Claim 2: For sufficiently high values of 8, the most able types do not consult.

We have to prove that p = 1. Assume that < 1 but that p — 1. Note that if 8
is high enough, then p >> .5 because types in the neighborhood of .5 rather consult
and receive 6 with a greater probability even if they are revealed in equilibrium. But,
if p — 1 and p >> .5, then n(-) > 7(,-), i.e., the beliefs of the evaluator are higher
if the decision maker does not consult than if she consults, disregarding the observed
history. Thus, a preferred action by a type p = 1, who follows her signal and receives
§ anyhow, is to act unilaterally, a contradiction. Assume instead that § << 1 and

therefore condition (i) holds with equality. Since D prefers to consult for all p > p, then

dEUA N dEUA N :
i (?) lp=p > aE%p ®)| _;and o (¢) lp=1 > 6E—%p—(—p)h[,:l by the convexity of EUZ(p) and

the linearity of EUY (p). I find that for all p, when 6 is sufficiently high, condition (i)

UFor brevity, I omit the equilibrium indices k,p, and p, from the equilibrium beliefs and utility

whenever no confusion is created.
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and M —U~——| p=1 cannot hold simultaneously unless p — 1, a contradiction

lp=1 >
(details are available upon request).0

Claim &: For sufficiently high values of 8, there exists an equilibrium in which the
decision maker does not consult when she is sufficiently able.

Let p(p) satisfy EUA(p(p)) = EUN(p(p)). The type p(p) is the type that is indif-
ferent between consulting or not if the evaluator believes that all types p > p do not
consult and all types below p consult. By the continuity of the expected utility functions,
p(p) is a continuous function as well. Assume that p — .5, i.e., that almost all types
of decision makers do not consult. When 6 is high enough, a decision maker with type
p — .5 prefers to consult in order to increase the probability of receiving 6, implying
that p(p)s—.s > p. If p — 1, the reputation from acting unilaterally is greater than that
from consulting disregarding the history observed because only types above p — 1 do
not consult. A decision maker with type p — 1 prefers then to act unilaterally because
she has the same probability of receiving 6 in both cases. This implies p(p);—1 < p. By

the mean value theorem, there must exist a p € (.5,1) such that p(p) = p. O

By the preliminary steps, as in the proof of Proposition 1, for any p there exists

10(1,0) =74 (0,0)49
k > 1 that satisfies k = m

This completes the proof.l

Proof of Lemma 2:

From the analysis of the game with a sincere adviser, we know that whenever the
adviser is consulted in equilibrium, it is either the case that all types consult (i.e., C =
[.5,1]), or it is the case that some types do not consult. From the proof of Proposition 2,
we know that whenever some types do not consult, it is either the most able types (i.e.,
C = [p,1]), or a combination of the most able and the least able (C = [.5,p) U (p,1]).
These are the only sets of types of D that possibly consult A in equilibrium for any 6.

Whenever a type pof D consults A, she behaves according to Proposition 1, and

contradicts advice excessively. We have to show that for all these specified C sets,
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74(1,0) < 74(0,0) and 74(0,1) < 74(1,1).
Consider C = [.5,1] and the Bayesian updating on p* performed by E when the
decision maker takes the right choice by contradicting her adviser who therefore makes

the wrong recommendation:

k(1—p?

21—-pA) ([ E-P 142 901 _pydp+ 1 2pdp)
ey P for o €[5, ]

g(p*|1,0) =

21-pA) 1 4 2(1-p)dp

k(1—pA)+pA
Pr(1,0)

for p# € [Hik, 1]
and when the decision maker is wrong as well, the updated density function over

the types of the adviser is:

2(1-p4) [} - 2(1-p)dp
k(1-pA)+p

550) for p# € [.5, —1—_%]
g9(p*|0,0) =
A
TO—oA oA
2(1-pA) ([ FA=P+P opapy (1 2(1—p)dp)
r)(Js Pr(o’o)pp [s2(1-p)dp) ¢ phe [Fkk’l]
Then, for all p* > p4,
2 A 2

A
9(p*0,0) _ g(p*[1,0)  wIpAipA S | — s ayiA

540,0) ~ g(#4/1,0 A I
g(PH0,0) = 9(pH1,0) BT 11— i

which holds for all p* > $*. Thus, by MLRP, 74(1,0) < 74(0,0). Analogous
analysis holds for the case of 7%4(0,1) < #n4(1,1) and for the sets C = [p,1] and C =
[.5,7) U (p,1].1

Proof of Proposition 3:

Assume that the adviser reports his information truthfully and consider a deviation
from a truthful report (s#,p?) to a non-truthful report (s#,p* + ¢) for a small € > 0.
Since the decision maker contradicts advice excessively, when the reported reliability
slightly increases, it increases the efficiency of decision making because the decision

maker would follow advice more often when p < p. Moreover, since the decision maker
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is more likely to follow advice, the adviser is more likely to receive 74(1,1) instead of
74(0,1) and 74(0,0) instead of 74(1,0) and therefore to increase his expected utility.
Thus, both his outcome concerns and his career concerns drive him to bias his report

upwards, implying that a fully revealing equilibrium cannot exist.ll

Proof of Proposition 4:

Suppose that the adviser behaves as the Proposition supposes, and that the eval-
uator believes that for all p > p, the decision maker ignores advice and otherwise she
follows it. When s = s, expected utility is equal for both actions. When s# # s, if the

decision maker ignores advice her expected utility F,Uj(ignore|p) is:

(1—p)Es(p?)
p(1 — Ez(p?)) + (1 — p)Ex(p

p(1 — Ez(p*))
p(1 = Ez(p?)) + (1~ p) E-(p*)

When she follows advice, her expected utility E,U;(follow|p) is:

(m5(1,0) +6) + A)w,;(o, 1)

(1 - p)E:(p?)
p(1 — Ex(p4)) + (1 — p) E-(p*)

p(1 — Ex(p"))
p(1 = Ex(p*)) + (1 — p) E=(p?)

If an equilibrium as described in the Proposition exists, then there exists p for which

7T;5(0, 0) + (71'13(1, 1) + 0)

E,U;(ignore|p)=E,Us(follow|p), implying:

(1-p)E.(p*) m5(1,0) — 75(0,0) + 6

(1l — Ex(p4))  73(1,1) — 75(0,1) + 0

By MLRP, the RHS is greater than 1. The reason is that once a decision maker
contradicts advice she is known to be above § whereas whenever she follows advice, she
may be above p but she is also mixed with all types below p. Thus, if a fixed point exists,
then it has to be that %f;—g >1—p < Ey(p?).

To see that a fixed point exists, let p(p) satisfy E,Uj(ignore|p(p))=E,Us(follow|p(p)).
The type p(p) is the type that is indifferent between ignoring advice and following it if
the evaluator believes that all types p > p ignore advice and all types below p follow
advice. p(p) is a continuous function. Assume that § — .5, i.e., that almost all types

of decision makers ignore advice. Thus, the adviser’s recommendation does not reveal
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any information about D’s types. Then, as in Lemma 1, the decision maker receives
a greater reputation for taking the right decision, a reputation which is invariant to
the adviser’s message. This induces the less able types to follow advice, because they
increase the probability of making the right decision, thereby increasing both their rep-
utation and the probability of receiving 6, implying p(p);—5 > p. If p — 1, then clearly
75(0,1) > m5(1,1) because only the most able types contradict advice. Hence, a type
p — 1 that takes the right action even with no advice, would rather ignore advice to
capitalise on the reputation gains, inducing p(p)s—.1 < p. By the mean value theorem,
for all 4 (including 6 = 0), there must exist a p € (.5, 1) such that p(p) = p. Finally, the
incentives of the adviser to accord with the suggested equilibrium are explained in the

text.A
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